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Foreword 

Integral transformations have traditionally become essential working tools for engi­
neers and various other applied scientists. The Laplace transform, which undoubtedly 
is the most familiar and classical example of integral transformations, provides one 
of the basic (and most frequently used) tools in the solution of initial-value problems 
involving differential equations (and indeed also various families of Volterra integral 
equations of convolution type). The Fourier transform, while being suitable for solv­
ing boundary-value problems, is of fundamental importance in many areas of applied 
mathematics including, for example, the frequency spectrum analysis of time-varying 
wave forms. Although the aforementioned Laplace and Fourier transforms are by far 
the most widely (and effectively) used among all classical integral transforms, yet 
there are numerous other integral transformations which also have been used success­
fully in the solution of various boundary-value problems and in sundry other applica­
tions. One may include in this category such important integral transformations as 
the Mellin, Hankel, Stieltjes, Hilbert, Weierstrass, finite and discrete transforms. 

The so-called Index Transforms are integral transformations whose kernels de­
pend upon some of the indices (or parameters) of the special functions which are 
involved in them. The special functions associated with such integral transforma­
tions are, in general, of hypergeometric type. Indeed the Gaussian hypergeometric 
function: 
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and its familiar generalization, namely, the generalized hypergeometric function: 
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and (A)n denotes the Pochhammer symbol defined, in terms of Gamma functions, 
by 

T(A + n) f 1 („ = o) 
1 ' " " T(A) U ( A + l ) " - ( A + n - l ) ( n e N : = { l , 2 , 3 , " - } ) , 

have had a remarkably long and celebrated history. Furthermore, in Geometric Func­
tion Theory, which is the study of the relationship between the analytic properties 
of a given function f(z) and the geometric properties of the image domain: 

V = f(U), 

it is an extremely difficult open problem to find a (useful) set of conditions on the 
coefficients an (n € No := N U {0}) that are both necessary and sufficient for the 
function f(z) normalized by 

oo 

/(*) = * + £ °n *" 
n=2 

to be in the class S of (normalized) analytic and univalent functions in the open 
unit disk U. One of the several partial results in connection with this problem is 
provided by Louis de Branges' theorem of 1984, which asserts the truth of the Milin 
conjecture of 1971 and which implies the Robertson conjecture of 1936 and 
indeed also the famous Bieberbach conjecture of 1916: 

f(z) e S =► \an\ < n (n = 2 ,3 ,4 , - -• ) , 

where the equality holds true for all integers n > 2 only if 

OO 
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lCj(z) being a rotation of the Koebe function: 
00 z 

The key ingredients in de Branges' proof of the Milin conjecture, and hence also 
of the Robertson conjecture and the Bieberbach conjecture, include Lowner's differ­
ential equation and a certain nonnegativity result which may readily be put in the 
generalized hypergeometric form: 
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( 0 < z < l ; A > - 2 ; n e N0). 

It should be remarked in passing that the theory of special functions (and, especially, 
the generalized hypergeometric functions) has so far remained unavoidable in proving 
the aforementioned conjectures of far-reaching consequences in Geometric Function 
Theory. All these relatively recent developments in an area other, of course, than 
the so-called traditional areas of applications of generalized hypergeometric functions 
have naturally provided a new impetus for the study of the generalized hypergeometric 
functions, especially in connection with various subclasses of analytic functions. The 
present work: Index Transforms, on the other hand, aims at studying some of these 
special functions when their indices or parameters happen to be the vital components 
of the kernels K(s,t) of the integral transforms under consideration. 

Some of the main index transformations, which are considered in this book, include 
(i) the Kontorovich-Lebedev transform for which 

K(s,t) = Kis(t) ( a > 0 ) 

in terms of the modified Bessel function of the third kind (popularly known as the 
Macdonald function); (ii) the Mehler-Fock transform for which 

in terms of the familiar Legendre function; and (iii) the Lebedev-Skalskaya trans­
forms for which 

K(s, t) = | cosh ( y ) { j } Kh+ia(t) (a > 0), 

where, for convenience, 

t z F H - - 2 | i j • 
again in terms of the Macdonald function. This book also systematically presents 
the Lp-theory of each of the aforementioned index transformations, and indeed also 
of numerous such generalizations of these index transformations as those whose ker­
nels K(s,t) involve the Gaussian and generalized hypergeometric functions, Meijer's 
(^-function, and Fox's H-function. It should be recalled that the last two classes of 
higher transcendental functions (together, of course, with MacRobert's ^-function) 
stemmed essentially from an attempt to give a meaning to the hypergeometric sym­
bol pFq when p > q 4- 1. And the if-function encompasses, as its special or limit 
cases, most (if not all) of the commonly used special functions of one variable and 
their numerous extensions and generalizations studied in the mathematical literature 
from time to time. Various multivariable generalizations of the H-function have also 
received considerable attention in recent years. 

The following books are among those that have appeared recently on the subject 
of integral transforms and related topics: 

K{s,t) = Kis{t) ( s > 0 ) 

(0 < x < 1; A > - 2 ; n £ N0). 
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Preface 

This book is intended as an attempt to give a systematic investigation of the 
integral transforms whose kernels depend from the index or parameter of special 
functions. At first as is known the most familiar transforms are the Fourier, the 
Laplace and the Mellin integral transforms. However, as is shown in this volume these 
operators by their composition properties can generate other integral transforms. In 
particular, compositions with simple arguments generated the Mellin and the Laplace 
convolution type transforms (the Hankel, Stieltjes, Hilbert, Weierstrass, sine and 
cosine Fourier transforms, Meijer transform etc.) We refer the reader on this matter 
to the wide list of citations in the bibliography. 

The key transforms considered here are the Kontorovich-Lebedev and the Mehler-
Fock integral transforms whose kernels are correspondingly either the modified Bessel 
function of the third kind of the pure imaginary index (the Macdonald function) or 
the associated Legendre function of the first kind. As it was established these trans­
forms involve compositions of the above mentioned operators of convolution type with 
functional argument in general case. Furthermore, a special kind of integration is real­
ized within the inversion formulae for the Kontorovich-Lebedev and the Mehler-Fock 
transforms. Precisely speaking it contains the integration with respect to an index 
of the special functions noted above. Such integral operators are known as index 
transforms and the Lp-theory of theirs has been developed in this book. Considering 
special functions of hypergeometric type whose Mellin transform is the ratio of prod­
ucts of Euler's gamma-functions we generalized the Kontorovich-Lebedev and the 
Mehler-Fock transforms for other kernels. Thus we obtained the Olevskii 2^i-index 
transform with Gauss's hypergeometric function as the kernel, the Lebedev-Skalskaya 
index transform with either a real or an imaginary part of an arbitrary complex index 
of the Macdonald function, Lebedev's index transform with the square of the Macdon­
ald function, the Wimp-Yakubovich index transform by index of Meijer's G-function 
and Fox's //-function. The hypergeometric structure of special functions considered 
in this book and the Mellin transform technique allows us to introduce index trans­
forms with arbitrary kernels like Watson transforms concerning Mellin convolution 
type operators. These objects are discussed in detail in the present volume. 

The organization of materials is as follows. In Chapter 1 we give some prelim­
inary notions of the Xp-theory of the Lebesgue integral and various properties of 
the hypergeometric type special functions. Also included are the important Fubini 
and Lebesgue theorems, the weighted Holder inequalities, elements of the theory of 
the Mellin-Barnes integrals and the Slater theorem, Meijer's (^-function and Fox's 

XI 
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H-iunction and their particular cases. We completed the material of Chapter 1 
by asymptotic behavior of special functions as well as by argument and by index. 
Elements of the theory of the Mellin convolution type transforms are given too. 

Chapter 2 deals with the Xp-properties of the Kontorovich-Lebedev transform. 
The mapping properties in the weighted Lebesgue spaces and inversion formula are 
established. Special case of the Hilbert space is considered and the Parseval equality 
is obtained. With the aid of familiar Laplace convolution the respective convolution 
Hilbert space is introduced, and another method of inversion of the Kontorovich-
Lebedev transform is demonstrated. Finally, the index-convolution Kontorovich-
Lebedev operator is discussed as mapping from the Lebesgue space of functions of 
one variable into the two-dimensional Lebesgue weighted Lp-space. 

Similar questions are considered for the Mehler-Fock index transform in 
Chapter 3. We give various methods of its inversion including the use of the com­
position representation of the Mehler-Fock transform by means of the Kontorovich-
Lebedev transform and the Hankel transform. 

Very important objects are exhibited in Chapter 4. We introduced so-called con­
volution of the Kontorovich-Lebedev transform that contains the double integral with 
the symmetric exponential kernel and has remarkable operational properties. Several 
useful estimates are proved for this convolution in power-weighted .L„iP-spaces. The 
corresponding Parseval equality and the factorization property are established. The 
convolution Hilbert space is considered and applied for inversion of the Kontorovich-
Lebedev transform. Some integral equations of convolution type are demonstrated 
and their solutions are discussed by using the theory of Banach algebras in commu­
tative normed rings. 

In Chapter 5, the extension of the Kontorovich-Lebedev and the Mehler-Fock 
transforms on the complex domain is given. Furthermore, the identifications of images 
in the analogs of the Bergman-Selberg and Szego Hilbert spaces are presented with 
using the theory of reproducing kernels. In addition, the analogs of the Paley-Wiener 
theorem for the Kontorovich-Lebedev type index transforms are established. More 
general Lp-cases of the Hardy spaces are considered too. This chapter contains general 
index transforms that are constructed and inverted by means of their Mellin-Barnes 
integral representations and using the Mellin transform Lp-theory. As examples some 
known and new pairs of the index transforms are presented. This material includes 
composition theorems for these transforms and their inversions. The corresponding 
kernels are explicitly calculated in terms of hypergeometric functions. 

The series of examples of the index transforms is continued in Chapters 6-7. We 
considered so-called Lebedev-Skalskaya type operators and comprised some cases of 
index transforms with hypergeometric functions of pFg-type as well as kernels that 
involve combinations of the cylindrical functions. 

Furthermore, in the final chapter we announce that our composition approach can 
be spread on the essentially multidimensional Kontorovich-Lebedev transform. This 
index transform one can represent as a composition of the multidimensional Fourier 
transform and some modification of the multidimensional Laplace transform. 

For the sake of convenience the author index, the subject index and notations are 
given at the end of the book. 
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Chapter 1 

Preliminaries 

This chapter is very important for our considerations throughout this book. We 
present various notions and statements known in mathematical analysis, namely in 
topics of hypergeometric type functions and Mellin convolution type integrals which 
are repeatedly used to construct the index transforms theory. 

1.1 The spaces Lp and Lp(p) 

We assume that the reader is familiar with Lebesgue measurability of functions 
and the Lebesgue integral. Let ft = [a, fc], — o o < a < 6 < o o . We denote by 
Lp = Lp(Q) the set of all Lebesgue measurable functions / (x ) , complex valued in 
general for which Ja \f(x)\pdx < oo, where 1 < p < oo. In case Q, = [—oo, oo] we shall 
denote it by R and for Q = [0, oo] let us put Q — R+. We set 

| |/lk(n )=(/nl/(x)|Va ;)1/P. (1.1) 

If p = oo the space Lp(Q) is defined as the set of all measurable functions with a 
finite norm 

l l / l l w n ) = esssup|/(x) |> (1.2) 
x€ft 

where esssup|/(a;)| is an essential maximum of the function |/(x)|-see details in 
Kolmogorov and Fomin [1]. 

Everywhere below assume that 1 < p < oo. As usual two equivalent functions, 
i.e. differing on a set of zero measure, are considered to be equal to one element of 
the space Lp(Q). That is, they are not distinguished as elements of this space. 

For norms (1.1) and (1.2) we shall also use notations 

11/11, = ll/lk = H/lkw- (1-3) 
Sometimes we shall use the notation Lp(i — ioo, 7 + 200), when the set fi is a vertical 
straight line at complex plain s, 3fts = 7, where by sign "3fts" we denote a real part 
of complex variable 5. 

1 
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We use very often the notation /fi f(x)dx to denote that the integral exists in some 
sense or other. For instance, we mean the Lebesgue integral of f(x) over Q in the 
strict sense, implying that the integral is absolutely convergent, i.e / n \f(x)\dx < oo. 
If for example, f(x) is integrable over [l/E} E] for every E > 0 that we denote by 

/•oo rE 
I f(x)dx = lim / f(x)dx, 

J0 E-*oo Ji/E 

meaning that limit (1.4) exists and we call such integral as improper one. 
By 

l.i.m. E->oo [E f(x,t)dt 
Jl/E 

(1.4) 

(1.5) 

(limit in mean or Xp-sense) we denote a function <p(x) such that 

rE 
lim 

E->oo 
<p- I f(x,t)dt 

Jl/E 

= i™ (/„ |**> - /*, '<*• w \ d x ) 1 / P = °- (16) 
Let us give some properties of the spaces Lp: 
a)The Minkowski inequality 

l l / + $ | | z w n ) < | | / l k ( n ) + IMIitfn), (1.7) 

so that Lp(Q) is a normed space. It is also known that LP(Q) is a complete space; 
b) The Holder inequality 

Ja \f(x)g(x)\dx < | | / |U, (n)|MU,(n), q = p/(p - 1), (1.8) 

where f(x) € Lp(tt), g(x) € £,(ft). Index q, which is connected with p by the relation 

(1.9) i + i - i . 
p q 

is called conjugate to p. We note that (1.8) is true if 1 < p < oo(q = oo, if p — 1, and 
g = 1, if p = oo); 

c) the Fubini theorem which allows us to interchange the order of integration in 
iterated integrals: 

T h e o r e m 1.1. Let fia = [a, fc], Q2 = [c, cf), —oo < a < b < oo, —oo < c < d <oo, 
and let f(x,y) be a measurable function defined on Qx x Q2- If at least one of the 
integrals 

I dx I f{x1y)dyJ I dy I f(x,y)dx, if f{x,y)dxdy) 
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is absolutely convergent then they coincide. 
The generalized Minkowski inequality 

P\J/P t ( t \1IP (1 d x I I «x>»>4)P £ Ldy ( 1 l / ( * > y ) H P ' (110) 
adjoining the Fubini theorem is also true; 

d) the property of mean continuity for functions in Lp 

Lemma 1.1.Let f(x) G £P(ft), 1 < p < oo. Then 

\f(x + h)-f(x)\pdx-+0 (1.11) L 
as h —*■ 0, the function f(x) is continued by zero for x + h £ Q; 

e) let C£°(Q) be the space of all infinitely differentiable functions finite on Q. 
Finiteness on Q means that f(x) = 0 in the neighborhood of the end-points x = a 
and x = 6 of the set 0 = [a,6],—oo < a < b < oo. The space Co°(Q) is dense in 
Lp(fy> 1 < P < oo; 

f) the so-called Lebesgue dominated convergence theorem on passage to a limit 
under the integral sign: 

Theorem 1.2. Let the function f(x,h) have summable majorant: | / ( z , / i ) | < 
F(x), where F(x) does not depend on the parameter h and F(x) G L^Sl). If 
lim^.+o f(x, h) exists for almost all x, then 

lim / f{x,h)dx = / Hmf(x,h)dx. (1.12) 
-̂►o Jn Jn h-+o 

The proof of the above properties can be found for example in the book by 
Kolmogorov and Fomin [1]. We shall use also the following statement. 

Theorem 1.3. Let K(t) G £i(R) and JnK(t)dt = 1. Then the averaging 

/
OO 1 /"OO / i \ 

K{t)f{x-et)dt = - / K[-)f(x-t)dt (1.13) 
-oo € J—oo \6/ 

of the function f(x) G -£P(R), 1 < p < oo, converges to f(x) as e —► 0 in Lp(R)-norm. 
Moreover, if\K(t)\ < A(\t\), where A(r) G Zi(R+), and monotonically decreases then 
averaging (1.13) converges to f(x) almost everywhere. 

The proof of this theorem see, for example, in the book by Bochner [1]. In 
particular, the known Poisson kernel 

™ = 7?TT (114) 

r K{t)f(x - et)dt = - r K (-) f(x - t)dt 
J—oo € J—oo \£/ 

jf the function f(x) € -£P(R), 1 < p < oo, converges to f(x) as e —► 0 in Lp(R)-norm. 

(1.13) 
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satisfies the above theorem and moreover it is not difficult to establish the following 
analog of Theorem 1.3 which is also worth mentioning. 

Theorem 1.4. Let the function Af(z,tf,£) be bounded uniformly as the function 
of three variables x > 0 , < 6 R , £ > 0 and lime_>o+ Af(x,t,e) = 1. Then the averaging 

1 t°° 
J « ( l ) = */„ 

7T J-l/t 

*(,,^(l + rf)/(x(1 + d ) ) < f t ( U 5 ) 

of the function f(x) G ZP(R+), 1 < p < oo, converges to f(x) as e —► 0 in ZP(R+)-
norm. In addition, averaging (1.15) converges to f(x) almost everywhere. 

Proof. Indeed, invoking with generalized Minkowski inequality (1.10) and condi­
tions of this theorem we have the estimate 

ll/.OOIkcm) $ c/_~t V ^ i ll/(x(1 + d ) ) H ^ ^ ,dt 

< C | | / |U , ( R + ) / _ ^-tm^—dt < oo, (1.16) 

where C > 0 is an absolute constant and the last integral is convergent due to the 
range of exponent p. Hence in view of Lebesgue's dominated Theorem 1.2 we obtain 

ll/W-/I(x)|Up(R+) = i / . 
°° dt 

, t2 + l 

x [/(*) - M ( M , e ) ( l + et)H(l + rf)/(*(l + ^))]ILP(R+) 

1 f°° dt ., r/ . 

- M ( z , i , e)(l + rf)iT(l + et)f(x(l + ^ ) ) I I L P ( R + ) - 0+, 5 - 0 + . (1.17) 

Here by H(t) we denoted the Heaviside function H(t) = 1, t > 0, #(<) = 0, * < 0. 
Convergence almost everywhere follows from Theorem 1.3 by properties of the Poisson 
kernel (1.14). Theorem 1.4 is proved. • 

Let us define now the weighted Zp-space Lp(p). 

Definition 1.1. Let p(x) be a nonnegative function. Denote by Lp(p) = Lp(£l;p) 
the space of functions f(x), measurable on Q, for which 

UP 
I I / I I M P ) = {J p(x)\f(x)^dx) ? < oo. (1.18) 

<2 + l 

1 f°° dt ., r/ . 
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We shall deal below on the whole with power-exponential weights. Especially note 
here the case when p(x) = xvp~l, x G R + , ^ € R. This weighted Zp-space we shall 
denote by 2/„)P(R+) with norm 

H/llwRf) = (/f l^/(^)lPv) " < °°- (119) 

The space Lp(p) is a Banach one in view of the isometry 

I I / IU P (P )=I IP 1 / P / IU I > (« ) . (1-20) 

From (1.8) owing to (1.20) an analog of the Holder inequality for weighted spaces 
follows 

jQ \f(x)g(x)\dx < ||/|UP(p)||ff|U,(p'-«)> K P < <*>• (1-21) 

Lastly we give the following Banach theorem. 

Theorem 1.5. Let A and B be linear bounded operators in a Banach space X. 
If A(p = Bcp for (p in the set which is dense in X, then A<p = Bcp for all <p € X. 

1.2 Special functions of the hypergeometric type 

Here we give elements of theory of special functions of the hypergeometric type, 
mentioning various integral and series representations and asymptotic properties. 
More detailed information can be found in the books by Erdelyi et al. [1], Marichev 
[1], Prudnikov et al. [1-5] and Olver [1]. 

A. Gamma-func t ion T(z). The Euler integral of the second kind 

r(*) = (°° e~xxz-ldx, $z > 0 (1.22) 
Jo 

is called the gamma-function. It is obviously absolutely convergent for all z G C for 
which 3lz > 0 and uniformly convergent by t G R, z = $tz + it. Here xz~l — e^z~1>}losx. 
From the relation (1.22) one can derive the fact that the gamma-function is an analytic 
function in the half-plane 3hr > 0 (see Erdelyi et al. [1]). The gamma-function is 
extended to the half-plane 9fcr < 0, z / 0, — 1, —2, . . . by analytic continuation of this 
integral. Namely, the reduction formula 

r(* + i) = *r(*), »*>o, (1.23) 
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obtained from relation (1.22) by integration by parts, yields the equality 

L(Z)- z(z+l)(z + 2)...(z + n-l)' (lM) 

$lz > - n , n = 1, 2 , . . . , z ^ 0, - 1 , . . . , 

which allows to carry out the analytic continuation into the half-plane %tz > — n 
for any n. The other method of analytic continuation is based on the Euler-Gauss 
formula 

r ( Z ) = J & ^ 4 - l W > 4 . r , V Z * °> _ 1 - ~2' ■ ■ ■ ' ( L 2 5 ) 

n-K» zyz _(_ i j # ^2: H- n) 

which can be obtained from relation (1.22). The following useful estimate 
|r(*)| < |r(»*)| (i.26) 

is a consequence of formula (1.25) (see Olver [1]). It follows from relation (1.24) 
that the function T(z) is analytic everywhere in the complex plane except z = 
0 , - 1 , — 2 , . . . , where it has simple poles and is represented by the formula 

T{Z)= k\('z1lk)[1 + 0{z + k)]' Z^~k' k = 0'1'2'---- (!-27) 
Here and everywhere in the book, the equality f(z) — 0{g(z)), z —► a means | 4 4 | < 

M < oo as \z — a\ < e. The relation f(z) = o(g(z)), z —► a means that lim jQ = 0 

and the equivalence f(z) « g(z), z —> a means that lim 4 4 = 1. From representation 
(1.27), we have 

(-IV s 

ies2=.kT(z) = ^ - , k = 0,1, 2 , . . . . (1.28) 

We formulate some other properties of the gamma-function now: 
a) supplement formula 

r ( * ) r ( l - z) = -r^—; (1.29) 

b) Gauss-Legendre formula 

n z _ i n - i / » \ 
r ( ^ ) = 7 - T I E T r n r U + - . " = 2,3,...; (1.30) 

(2TT) * k=0 \ n) 

c) Weierstrass formula 

ffe—"fi((i + f) •-»). («i) 
where 7 = lim [ 2 - — log n I is Euler's constant; 

»-°oVm=lra / 

l(Z)~ z(z+l)(z + 2)...(z + n-l)' (1Zi> 

5ftz > - n , n = 1,2, . . . , z ^ 0, - 1 , . . . , 

n-K» 2(̂ 2: + 1 j . . . \z + n) 

|r(2)| < |r(»z)| (i.26) 

T{z) = k\(z1lk)[1 + 0{z + k)h z^~k' k = 0'1'2'---- i1-27) 

res z = _ t r (z) = i - ^ - , fc = 0,1, 2 , . . . . (1.28) 

T( Z ) r ( l - z) = -r^—; (1.29) 

n z _ l n - l / » \ 

r M = - — E 3 r I I r U + - , n = 2,3,...; (1.30) 
(2?r) J *=<> V " / 

T f O — " £ ( ( ' + ! ) • - * ) . (••»> 

which can be obtained from relation (1.22). The following useful estimate 
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d) asymptotic Stirling's formula 

V(z) = V S r W e - * [1 + 0(1/z)], | arg(z)| < TT, |Z| -► 00 (1.32) 

and its corollary 

| r(x + iy)\ = V2^\y\x-h-'M'2 [1 + 0(l/y)], \y\ - oo, (1.33) 

which related to the first formula of Binet 

l o g r ( z ) = (z - 1/2)logz - 2 + ilog(27r) 

r°° t\ 1 1 \ e~*' 

We introduce here for further convenience Slater's notation ( see Slater [1], Mari-
chev [1]) 

\au . . . , QTp] T{a1)...T{ap) 
lA,...,/?,] r(A). . .r(^)" {iM) 

B. Pochhammer symbol (z)n with integer n is defined by the equality 

From relation (1.36) and properties of gamma-function we obtain the following 
formulae 

(1)» = n!, (1.37) 

(l-n-z)n = (-l)n(z)n, (1.38) 

M - = £ % - , (1-39) 

(*)* = 4n(*/2)n((l + z) /2)„ (1.40) 

r(z-n) = -t^-V(z). (1.41) 
(1 - Z)n 

C. Euler integral of the first kind 

B(s,i) = / z ' _ 1 ( l - x)t-1<ix, 3?s > 0, 3ft > 0 (1.42) 
Jo 

is called the beta-function. It is related to the gamma-function by the formula 

fl(s'°-T(7To- (L42) 

Using representation (1.42)', obtain the following useful relations 

B(Sit) = f°° , *' x ^ d s , fts > 0 , 3fa > 0, (1.43) 

-f ( M - T ^ ) T ^ — 

logr(2) = (z - 1/2) log z - z + ilog(27r) 

\T(x + iy)\ = V5F|y|-*c-l»l/2 [1 + 0(l/y)], |y| -> oo, 

r(z) = v & " ? e - 2 [1 + 0 ( l / 2 ) ] , I atg(*)| < ir, |z| -f 00 (1.32) 

(1.33) 

[ai, • ■., a J _ r (at) . . . T (ap) 
I A , . . . , / ? , ] r (/?,)... r (/?,)' 

,.,.-I^4.g„ + .,. 

(1). = "!, 

( l - n - * ) n = (-l)"(*)«. 

()'n (l-z)n' 
(*)*. = 4n(z/2)n((l + *)/2)„, 

(-1V* 
(1 - 2)n 

5(s,i) = / z '_ 1(l - x)t-1<ix, 3?s > 0, 3ft > 0 
Jo 

B(s,t) = f°° , X , ^dx, Us > 0, m > 0, v ' Jo (l + x)'+ ( 

(1.34) 

;i.35) 

(1.36) 

(1.37) 

(1.38) 

(1.39) 

(1.40) 

(1.41) 

(1.42) 

(1.42)' 

1.43) 
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\B(s,t)\ < 5 ( » 5 , » 0 , ®s > °> ** > °- (1.44) 

D. The generalized hypergeometric function pFq(z) is defined as a sum of 
the series 

pF„[(a)p; ( i) ,; z] = pFq 
( a)P ; . 

p ^ 9 
a i , . . . , a p ; 
6 i , . . . , 6 , ; 

"SnkWnn!' (1.45) 

The series on the right-hand side of relation (1.45) is absolutely convergent for all 
values of z, both real and complex, when p < q. Further, when p = q -f 1, the series 
converges if \z\ < 1. It converges when z = 1 if 

and when \z\ = 1, z ^ 1, if 

>o, 

For other values of z the generalized hypergeometric function is defined as an analytic 
continuation of this series. One of the methods of such a continuation is the Mellin-
Barnes integral representation 

9+1^? [(<*)*+!; (b)q; z] 

n ^ J r ( f l i ) 2iri 77-,oo nj=i T(6, - s) 
(1.46) 

where 0 < 3fts = 7 < min 9taj; | arg(—z)\ < TT. One can find complete list of 
particular cases and properties of the generalized hypergeometric function in Erdelyi 
et al. [1], Prudnikov et al. [3], Marichev [1], Yakubovich and Luchko [2]. 

For our further discussions we need to note here very important particular case of 
function (1.45) as hypergeometric function of Gauss, which is defined in the unit disk 
as the sum of the hypergeometric series (1.45) when p = 2, q = 1, namely 

1F1(a,b,c,z)-'E-rT—-. 
(c)„ 

(1.47) 

Its parameters a, 6 and c and the variable z may be complex (c / 0 , - 1 , —2,.. .) . 
The series (1.47) is absolutely convergent for | z \ < 1. It is absolutely and uniformly 
convergent on the circle \z\ = 1 if 3ft(c — a — b) > 0. For other values of z the Gauss 
hypergeometric function is defined as analytic continuation like (1.46). We shall 
explain details of such continuation below using the Slater theorem (see Marichev 

q p 

[ 9 p 1 

L»=i i=i J 

f . (a)n(fc)n z' 
_4i (cL n!" 
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[1]). Concerning the Gauss hypergeometric function (1.47) we have another method 
of such continuation as the Euler integral representation 

0 < m < Re, | arg(l - z)\ < TT, (1.48) 

in which the right-hand side is defined under the indicated conditions insuring the 
convergence of the integral. The condition | arg(l — z)\ < ir means that the function 
is considered in the complex plain z with the cut (1, oo), joining the singular points 
2 = 1 and z = oo of the Gauss hypergeometric function. It should be noted that in 
(1.48) we choose the principal branch (1 — tz)~a = e-alos(^-^)^ where log(l — tz) is 
real for z G [0,1]. 

One may find a most extensive list of particular cases and properties of the Gauss 
hypergeometric function in Erdelyi et al. [1] and Prudnikov et al. [1-3]. We put down 
here some of important properties of this function 

2F1(aib;c;z) = 2F1(b,a;ciz), (1.49) 

2F1(a,b;b;z) = (l-z)-a, (1.50) 

2F1(ay 6; c; 0) = 2F1(0i 6; c; z) = 1, (1.51) 

» * ( « . ^ ~ ^ * ( c - a - 6 ) > 0 , (1.52) 

2F1(ai 6; c; z) = (1 - z)~a
2F1 (a, c - 6; c; - ^ , (1.53) 

2Fx(a, 6; c; z) = (1 - zf-^F^c -a,c-b;c;z). (1.54) 

Formula (1.53) usually is called as the Boltz formula and relation (1-54) is called the 
self-transformation formula. 

Many important special functions are defined via the Gauss hypergeometric func­
tion. Thus, we shall consider below the properties of the associated Legendre function 
of the first kind Pj?(z) represented by 

™=fi i^ (f^lf ^ (-* ■+*-;■-« ̂  • 
| a i g ( * ± l ) | < T , (1.55) 

^w=ixi^o(iHr^(- ,'' i+«': i-« iT£)' ,i-x|<2 (i56) 
and of the associated Legendre function of the second kind defined by 

Qtiz) = r (^~3 / 2 ) r (M + v + i K " ^ - " — V -1)" '2 

x 2Fi ((/i + v + l ) /2 , (/* + v + 2)/2; v + 3/2; z"2) , 

^^-m^fi^1-1^1-*™ 
0 < » 6 < 3 ? c , | a r g ( l - z ) | < TT, 

2F1(a,b;c1z) = 2F1(b,a]c;z)1 

2F1(a,b;b;z) = (l-z)-a, 

aiJ,i(a,6;c;0) = 2F1(0,6;c;z) = l> 

n / , ,x r ( c ) r ( c - a - 6 ) w%/ IX „ 

2F1(ai 6; c; z) = (1 - z ) - 2 ^ (a, c - 6; c; — J , 

2Fi(a, 6; c; z) = (1 - z)c-a-b
2Fx(c -a,c-b\c\z). 

(1.49; 

(1.50; 

(1.5i; 

(1.52; 

(1.53; 

(1.54; 

^'w^i^^h'^'-^-i1) 
|arg(2r± 1)| <TT, 

™ = W^T) (iH)" 2Fl h 1 + -; 1 - « ^ ) , Ii - «l < 2 (1-56) 

(1.55) 

Q ! ; ( z ) = vTTTMr^ + v + i ) ^ " ^ * - " - ' - V - 1 ) " / 2 

x 2 ^ 1 ((/* + v + l ) /2 , (/i + v + 2)/2; 1/ + 3/2; z"2) , 
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| a r g ( z ± l ) | < 7T, | a rgz | < TT, (1.57) 

Q*(x) = ^-^[e-^Q^x + t0) + etf"'2Q*(x - t0)], - 1 < x < 1. (1.58) 

When /i = 0 by (1.55), (1.57) we define usual Legendre functions of the first and 
second kind respectively. 

E. We introduced above by formula (1.46) so-called Mellin-Barnes representation 
or Mellin-Barnes integral for generalized hyper geometric function. Developing this 
approach in an attempt to give a meaning to pFq(z) in the case p > q + 1 Meijer 
[1] studied the special function which is now well-known in the literature as the G-
function and represented by the following Mellin-Barnes type of contour integral 

m,n fj(a)\ = m, n / | (a) 1 > p \ = 1 / w ( s ) z - ^ ( 1 5 9 ) 

where z ^ 0, 0 < m < q, 0 < n < p, a, € C, 1 < j < p, ft€ C, 1 < ;' < q, 

■T-M = " ^ r ( f t + S) n " = 1 r ( * ~ " J ~ S ) 

( ' m=„+1 r(a, + s) n?=ro+1 r(i - ^ - , ) ' 
(1.60) 

an empty product, if it occurs, is taken to be one, and an infinite contour L separates 
all left poles s = — ft — k, j = 1,2,. . . , m, k = 0 ,1 ,2 , . . . of the numerator from the 
right ones 5 = 1 — a3; + &, j = 1, 2 , . . . , n, A; = 0 ,1 ,2 , . . . and under suitable conditions 
it may be one of the three types: £_«>, L+00 or L^ (in particular, even a rectilinear 
fine L = (7 — 200,7 + 200)). The description of contours and detailed list of properties 
and particular cases of the G-function may be found in Marichev [1], Prudnikov et 
al. [3], Luke [1]. 

We list here formulae of reflection and translation for the G-function: 

p,9 \m)~ P,I vm+c 

(1.61) 

(1.62) 

More general function introduced by Fox [1] which is well-known in the literature 
as Fox's ^-function or the H-iunction. This function is also defined by the Mellin-
Barnes type of contour integral as follows 

(1.63) 

where 2 ^ 0, 0 < m < g, 0 < n < p, a, € C, a , > 0, 1 < j < p, fte C, 6, > 0, 

(' n j „ + 1 r(a , + ajS) n*=ro+1 r(i - ft - 6,-a)' (lM) 

m,n f\(a)\ = m, n / |(a)1>p\ = 1 t w ( s ) z - ^ 

9( nr-ir(ft + »)n?-ir(i-<»>-«) 
w n*=n+1 rfo- + a) nj=m+i r(i - ft - 5)' 

nr-ir(fr + «)nj.ir(i-«j-«) 
I*=n+1rK + s)n<=m+ir(i-&-5) 

P.9 V K P ? ) / 1,P \2\i-(oip)J 

rar
m>n (Map)\ _r

m>n (J(ap) + a\ 

m,n I \{ap,ap)\ _ m,n ( \(a,a)hp\ 
p,q\\(f}q,b,)) P.? Vl(/?, i) i ,J 

2WIJL V ' 

p.? v I A,6, y p>? V \{PMi,i) 

= 7T-: f *(')*-ds, 
2WIJL V ' 

,. = nr-ir(ft + 6j«)n?.ir(i-aj-qia) 
^ ' IU-.+, T(a, + ajS) n j . m + 1 r ( l - p, - b,s)' 

(1.64) 

■ <j<q, nr=1 r(ft + 6jS) m , r(i - «,- - a,-,) 
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an empty product, if it occurs, is taken to be one, and L is a contour in the complex 
s-plane, which is similar to the one in relation (1.59). If all aJ} j = 1, 2 , . . . ,p, and 
6j, j = 1, 2 , . . . , q are equal to 1, then the kernel $(s) (1.64) is equal to \£(s) (1.60) 
and Fox's /^-function (1.63) coincides with Meijer's G-function (1.59). 

The if-function was studied by various mathematicians and its properties are 
listed, for example, in the known paper of Braaksma [1] and in the monograph by 
Sri vast ava et al. [1]. The formulae of reflection and translation for the ^-function 
have the following form: 

Hm'U lz\tP'aA) = Hn'm (±L(1 ~M\) , (1.65) 

zaHm,n(Ua)\Hrn,n(Ua +aa 
p,q V I (ft)/ P.? V Kft + o*,. 

(1.66) 

F. S la te r ' s theorem. This theorem provides, in particular, the problem of find­
ing the expression of the Meijer G-function (1.59) through linear combinations of 
generalized hypergeometric functions (1.45) with power multipliers. This expression 
is important for our purposes to establish the asymptotic expansions of Meijer's G-
function and its particular cases by parameter. All details and proof of this theorem 
can be found in Slater [1] and Marichev [1]. 

In order to formulate Slater's theorem for our case we need to introduce some 
symbols. First invoking with Slater's notation (1.35) we rewrite the kernel \£(s) by 
formula (1.60) as follows 

*(s) = T (0m) + 5,1 - ( < * * ) - 5 
[(aJJ+1) + 5 , l - ( / ^ + 1 ) - 5 j ' 

(1.67) 

where the symbolic vectors (/?m), (orn), (ap+ 1)j ( /^ + 1 ) of parameters of G-function 
(1.59) such that 

(/?m) + s = A + s , . . . , /?m + 5, 

1 - (o?n) - S = 1 - Qfi - S, . . . , 1 - an - 5, 

(o£+1) + 5 = orn+1 + 5 , . . . , ap + 5, 

l - ( / 0 - * = l - £ m + i - s , . . . , ! - & - 5 -
Now let us define the following key functions for the Slater theorem 

(1.68) 

v „ f l-(«-) + ft,l-(o?+1) +fti r , «--»,' 
^ ^ [ l - ^ J ' + ft.l-^^ + ft1 ' 

where (ft,)'. - ft means by 

(ft,)' - ft: = ft - ft;,..., ft-i - ft, ft+i - ft,..., ft. - ft, 

(1.69) 

(1.70) 

V <Z)-TZ^T\ (A»)'" ft. !"(«-) +ft 1 J (ft.)'-ft, !-(«-) +ft 
lK+1)-ft,i-(ftm+1) + ftJ 

p,q \ l (ft+ <>*«.*«)/" V l(ft + a*„6,)/ 
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and 

where a.j — (an)' means by 

(1.71) 

(1.72) 

Theorem 1.6. Let the following groups of conditions for the kernel ^f(s) defined 
by (1.60) hold 

-Sift < » s < 1 - »«*, j = 1, 2 , . . . , m, A; = 1,2, . . . , n, 

2(m + n) > p + g, 

(g - p)3f?5 < -38g, if 2(m + n) = p + g, 

where 

(1.73) 

(1.74) 

(1.75) 

(1.76) 

3ftp < 0, i'/ p = q = m + n. (1.77) 

Then for real argument x > 0 Meijer's G-function (1.59) equals to one of the following 
expressions through functions (1.69), (1.71) 

G p ^ ( H ( S ) ) = E m ( x ) ' *>oif*>p> (L?8) 
G p ^ ( H S J ) = E m ( x ) ' ^ ^ «■/*=* (L?9) 

G m , n / | K ) \ = ( l M x > 1 . ^ = p j ( 1 8 Q ) 

Gm,nf | M = ^ m ( i / x ) , x > 0 « 7 g < p . (1.81) 

Moreover, when q = p and m + n > p then functions (1.69), (1.71) are analytic 
continuations of one another as the functions of complex variable z and the equality 
at the point x = 1 is true 

«:;( . | (
( ; :0=E.«)=E.(I) <»» 

under conditions 

P—q> 3££-fp — m — n + l < 0 , m + n>p. (1.83) 

r r i /^-v.«i-»rf «; - K)'. * - «; + (A») 1 

* "-'[l-a,, + (an)>,l-a, + (a^) z ' 
1 - a, + (ft,), 1 - «, + (/C); (-!)«—" 

* P _ 1 1 - a,+ («„)',!-a,+ « « ) * ' 

* p n - a 9 p n - a 

G ^ * ? =E«(iM *>I«7« = P, 

„m.n ( | ( a p ) \ x-^ , x « . . . 

CM^-E-m-E^ 

P. 9 V KAr)/ 

<*j - (an) = « j - Qfi, . . . , «> - Qfj-i, <*3 - ttj+i, . . . , Ofj; - 0?n. 
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Theorem 1.6 is a particular case of the Slater theorem concerning representations 
of the Meijer G-function (1.59), which are useful for our further purposes. More gen­
eral Mellin-Barnes representations and the proof of the Slater theorem the reader can 
find in books of Slater [1] and Marichev [1]. Inversely, the Slater theorem mentioned 
above gives other expressions of hypergeometric functions through the Mellin-Barnes 
integrals (1.60) and allows us to find their analytic continuations. We shall fist below 
some special functions which we need in terms of Meijer's G-functions. 

Let us return to the Gauss hypergeometric function (1.47) and observe that by 
the Slater theorem one can introduce an equivalent definition of the Gauss function 
in terms of Mellin-Barnes integrals, namely 

- T _ 2 F 1 ( a ) 6 , c > z ) - — y _ ^ ^ - ^ (-*) ds 

= G 2 ) 2 H 1 0 , a i - c 6 ) , | a r g ( " Z ) l < l r ' W < L (L84) 

This case related to formula (1.79), i.e. usual Gauss's function (1.47) is the infinite 
sum of residues (see (1.28)) of the integrand (1.84) at the left poles s = —n, n = 
0 , 1 , . . . of gamma-function T(s). But due to formula (1.80) we can regard the integral 
(1.84) for \z\ > 1 also as a sum of "right" residues. Then, if there were no multiple 
poles, that is, a — b is not an integer, the integral (1.84) can be evaluated by formula 
(1.71) which gives the value of the Gauss hypergeometric function as 

2F1(a, 6; c; z) = ^ ^ ^ ( - ^ - ^ ^ ( a , 1 - c + a; 1 - b + a; 1/z) 

+ ^ ^ | ( - ^ ) - 6
2 F i ( 6 , 1 - c + 6; 1 - a + 6; 1/,), (1.85) 

where \z\ > 1, a-b ^ k, k = 0, ± 1 , ± 2 , . . . , | a rg ( -z ) | < 7r. Formula (1.85) shows 
that for large |z|, when a — b is not an integer, Gauss's function has the estimate 

2F1(a, 6; c; z) = Cxz'a + C2z~b + 0 (z" a " 1 ) + O ^ " 6 " 1 ) , (1.86) 

where Ci, C2 are constants. 
G. We define the Bess el functions Ju(z), Yv(z), Iv(z), Kv(z) based on the hyper­

geometric series 

o*i(c; *) = £ r f r H < °°» (1-87) 

n=0 ( C ) n " ! 

by the following formulae 

J ^ = I^( ! )* O M* + 1 ; -T) 

— — - 2 F , { a , b, c,z)-— —— (-*) ds 

= « i a (-H1 o "1 - 7 6 ) " !««<-*>l < *• I'K1-

2fi(a, 6; c; *) = r
r l^{' .° | ( - ' ) 'Vi(a, 1 - c + a; 1 - 6 + a; 1/*) 

+ f | f^ | ( - 2 ^ ( M - C + 6;1-a + 6;1/Z)' 

3Fi (a, 6;c; z) = Ciz— + C2z~h + O^-""1) + O^-* - 1 ) , 

oo ^n 

n = 0 ( C ) n ^ ! 

J^ = rvTT)(ir^h1;-T) 
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= £r(, + n+l)n! (L88) 

(the Bess el junction of the first kind), 

Yv{z) = — [Jv{z)cos w — J-V(z)], 

Sin 7TU 

Yn(z) = Urn Yv(z), n = 0, ±1 , ± 2 , . . . (1.89) 

(the Bessel function of the second kind or the Neumann function), 
oo /r/o\2n+i/ 

W = E ^ = ^ N (i-90) 

(the modified Bessel function), 

Kv{z) = 2 sJ ( 7 r t / ) [!_„(*) - /.(z)], «/ # 0, ±1, ±2,.. . , 

tfn(z) = Urn KJz), n = 0, ±1 , ± 2 , . . . (1.91) 
i/—♦•n 

(£/&e Macdonald function). It is clear that K-U(z) = Kv(z). 
Bessel functions Jv(x), Iu(x), Ku(x) have the following asymptotic behavior (see 

Erdelyi et al. [1]): 

Ju(x) = \ —cos(z - TT(1 + 2i/)/4) + 0(a;~3/2), a; -► +oo, 
V 7ra: 

(1.92) 

Jv{x) = 0(x*v)), x -* 0+, (1.93) 

I„(x) = 0(ex/V2^), x -> +00, (1.94) 

/„(*) = 0{x*% v ± 0, x - 0+, (1.95) 

Kv(x) = O (e"*y|J) , x - +00, (1.96) 

#„(*) = 0 ( x - ^ ^ ) , 1/ ̂  0, i^o(x) = O(logz), x -+ 0 + . (1.97) 

Here we also note some integral representations connected with the Macdonald 
function of pure imaginary index KiT(x), x > 0, r € R. Sometimes it is sufficient to 
consider r > 0 due to the evenness of the Macdonald function by its index. We need 
to give also some integrals, which involve the Legendre functions mentioned above to 
use theirs in further considerations. Thus we have the following formula (see Erdelyi 
et al. [1]) 

KiT(x)= r e-xcoshttcosrudu 
Jo 

= - f°° e-*coshVTVu, x > 0. (1.98) 
2 J—00 

= " (-l)"(z/2)2"+" 
^ o r ( i / + n + l ) n ! 

YV{z) = — [Jv{Z) COS W — J-V{z)] , 
S i n 7TU 

YJz) = Urn YJz), n = 0, ±1, ±2 , . . . 
i/-+n 

'.W-lr^^R--""^) 

^ ( Z ) = 2shu>) [ / " " ( z ) " ^ ' * ^ °' ^ ± 2 ' " " 

#„(*) = Hm Kv(z), n = 0, ±1, ±2, . . 

1/—cos(z - TT(1 + 2i/)/4) + 0(x~312), x -► +00 

J„(x) = 0(x*(">), x -* 0+, 

I„(x) = 0(ex/V2nx), x ->■ +00, 

/„(*) = 0{z*»>), v ± 0, x - 0+, 

#„(*) = O (e"*yj) . * - +00, 

#„(*) = 0(x-l*wl), 1/ ̂  0, /f0(x) = O(logx), x -+ 0 + 

KiT(x)= f°e-*c<»h» cos rudu 
Jo 

= - f°° e-Icosh"eiTV«, x > 0. 
2 »/—00 

(1.89) 

(1.88) 

(1.90) 

(1.91) 

(1.93) 

(1.94) 

(1.95) 

(1.96) 

(1.97) 

(1.98^ 
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By the analytic property of the integrand in (1.98) and by its asymptotic behavior at 
the contour we can shift it along the horizontal open infinite strip (i6 — oo, i8 + oo) 
with 8 e [0, TT/2) as 

KiT{x) = I / t 5 + 0 0 e - X C 0 8 h ^ e ^ ^ , x > 0. (1.99) 
2 JiS—oo 

From representation (1.99) we easily obtain useful uniform estimate of the Mac-
donald function KiT(x) by its index r > 0 and argument x > 0, namely 

\Kir{x)\ < \e~6T I" e-XCOi6co*h«du 
2 J—oo 

^e-^Koixcosd), <5e[0, TT/2). (1.100) 

Let us give other integral formulae from Prudnikov et al. [2], which involve the 
Macdonald function K{T{x) and the Gauss, Legendre, Bessel functions considered 
above. Indeed, by formula 2.16.21.1 from Prudnikov et al. [2] we have 

t r ( (a + /i + ir)/2)T((a + \i - ir)/2) 
r(/i + i) 

/•oo 

/ ya-1J^xy)KiT(y)dy = 2a-
Jo 

X2Fl ( £ ± £ ± i l , f L b p i ; , + 1; - , 2 ) , « ( t t + A.) > 0. (1.101) 

This integral contains as particular cases formulae for the Legendre functions (see 
(1.55), (1.56)), in which we shall need later. For the Legendre function of the first 
kind it has own integral representation by formula 2.16.6.3 from Prudnikov et al. [2], 
namely 

roo pjf 
j o y'^e-^KiMdy = ^J-T(a + ir)T(a - tr) 

x ( l - * 2 ) ( 1 " 2 a ) / 4 £l{/£ l v(*) . * > 0, 3to > 0. (1.102) 

We note the Macdonald formula from Erdelyi et al. [1] (see also Prudnikov et al. [2]) 
as 

J f r ,„^ ) .I JJ-„P(-i(a + = + a)) , . ( . ) * „6C. ,uo„ 
The following integral 2.2.4.5 from Prudnikov et al. [2] by arguments of the Euler 
gamma-functions is useful in further considerations too 

/°°r(l+f)r(i~I)cos{Tt)dt = ^ r r ( s ) c o s h _ J r > * » > °- ( 1 1 0 4 ) 
We include here two conditionally convergent integrals from Erdelyi et al. [1], which 
are worth mentioning 

cosh ( — 1 KiT(x) = / cos(x sinh u) cos(ru)du, x > 0, (1.105) 
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sinh I — 1 KiT(x) — j sm{x sinhu)sin(rw)dw, x > 0. (1.106) 

Now to introduce some special functions of hypergeometric type we use the Mellin-
Barnes integral (1.59) for the Meijer G-function of a real argument x > 0 and list its 
important particular cases based on the table from Prudnikov et al. [3] as 

t he Bessel functions 

(1.107) 

(1.108) 

(1.109) 

(1.110) 

(1.111) 

(1.112) 

(1.113) 

(1.114) 

(1.115) 

(1.116) 

(1.117) 

G J;2( i / 2 ) - , / 2 ) = ^ 2 ^ 
COBQTI/) 2,1 / I 1/2, 0 \ _ ,2 , /-,,j2( /-, 

anfri/) 2,0 / I 1/2 \ _ 2 „ 2 / _ 

sin(2^) 3 , 1 / I 1/2 \ 
*»/» 1,3 ^|o,i/, -«/J 

= J„(v/I)Y_„(v/J) - J_„(^)Y„(^), 
2cos(iry) 3 , 1 / 1 1/2 \ 

»»/2 1 ,3 (10 ,1 / , - ! / ] 
= j„V?) + y„VJ), 

rin(2xi/) 2 , 1 / I 1/2 \ 
IT3!* 1,3 ( U , -v, 0) 

= Jl,(V*)-J2(VJ), 

COBQTI/) 2 , 1 / I 1/2 \ 

V? 1,3 (X|i/, -i/, OJ 

v ^ G 3 , 0 / | 1/2 \_K2(/-Y 

T G l , 3 V l o , »,, -u)-K"{y/x)' 
i Lommel functions 

y - l r / M - ^ + l \ r / / ^ + ^ + l \ r l , l / I (A*+l)/2 \ 
2 T{ 2 Jrl 2 J^ailox+ijA ,/2, -,/2J 

the Lommel functions 

Go;2(i/2,-,/2)=^2^ 
cos(™) 2,1 / I 1/2, 0 \ _ 

2 ^ T G
2 , 4 ( > , -„, 0, OJ " •7-(v^) + J ^^)> 

anfri/) 2,0 / I 1/2 \ _ 2 „ 2 / _ 2^^G1,3 (>, -„, oJ - J - ( ^ - J"(^' 
sin(2™) 3 , l / | 1/2 \ 

^ 2 1 ,3 (10 ,1 , , -u 

= Jv(y/x)Y^(y/x) - J-„(y/Z)Y„(yfi), 
2 c o s Q n / ) ^ 3 , 1 / 1 1/2 \ 

nW 1,3 Ho,i/, - J 
= j„V?) + y„VJ), 

s in(2^) 2 , 1 / I 1/2 \ 
^/a 1,3 ( U , -v, o) 
= il„(V?)-il(V?), 

1<:1{XU-J=K^ 
^uw-^e). 
V5r 1,2 \ |i/, -v) \2) 

COBQTI/) 2 , 1 / I 1/2 \ 

V? 1,3 (X|i/, -i/, 0J 
= [/_„(^) + / ,(v^p' I , (^), 

^ V 3 ' ° f , l 1 /2 U^/7V 
T G l , 3 n o , v, -u)-h"{y/x)' 

y - i r / M - ^ + l \ r / / ^ + ^ + l \ r l , l / I (A*+l)/2 \ 
2 r l 2 Jrl 2 J^ailox+ijA ,/2, -,/2J 



Preliminaries 

= sMiI/(2x/S), 
2 M - I 

r ( ( i - / i - i / ) / 2 ) r ( ( i - / i + i/)/2) 

= SltiV(2y/x); 

the Thompson's functions 

(/i + l ) /2 
( / i + l ) / 2 , !//2, - i / / 2 
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(1.118) 

(1.119) 

7^0,4 I' 87¥ 0, 1/2, u/2, -z , /2 

= ker2(2(4x)1/4) + kei2(2(4x)1/4); 

the Legendre functions 

(1.120) 

GZ H-ViZ)=* ( i-* ) ( i- x )-" 2 p? 6 - 0 - ^ < *• (Li21^ 
where # ( x ) is the Heaviside function; 

s in (^ ) 1,2 / 
IT 2,2 V 

l + i / - / i / 2 , - f - p / 2 
-M/2, M/2 

2"+17T 

)=(! + * )-"/2P*(2x + 1), (1.122) 

, ,2 ,0 
rG ' la: 

l + v)/2, - i / / 2 \ 
/i/2, - / i / 2 J r ( l - ( / i - i / ) / 2 ) r ( ( l - / i - i / ) / 2 ) 2,2 

= j( i - x)(i - x)-1/2 [C(%/T^7) + p,"(-yr^i)], 
1 G l , 3 / 

s/^T(l-n + u)T(-fi-u) 3,3 V 

= [^(v/TT7)]2, 
I -u, 1 + v, 1/2 

1/, l + i/, 1/2 
-A*. °. A* 

sin(in/) 3 
« : ; ( ■ 

1 ah3(x\v' ~v' 1/2\ 
JZT{l-H + v)T(l-n-u) 3,3 V I -/*, 0, /i ) 

= p^(y/r+T)p^(ym) 
TT+T 

2 - i > « r ( i + (A* +1/)/2) 2, i 7 , | ( i - iQA i + *//2\ 
r ( ( l - / i + i/)/2) 2,2 V I Ai/2, -A*/2 J 

= g;:(7TT7), 

^ c o s ( / i x ) r ( / i + i/ + l j G ^ I * 

(1.123) 

(1.124) 

(1.125) 

(1.126) 

(1.127) 

1/2, 1 + j/ 
M, -A* 

/̂2 °3 ,3iX | 0,-^,/i J 

= ^'"(Vl + xjravi + x), 
1 G1,3fJ"' ""' V21 

vAFT(l-A< + / , ) r ( l - / i - I / ) 3,3 I | -/x, 0, M ) 

1 G l , 3 / 
'^T(l — /i + ^)r(—p — i/) 3,3 V 

■(2v/x), 
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^ c « . , r ( i + M + «/)c3,i / i - v . 1/2, I + A 
2 r ( l - / i + i/) 3,3 V I 0, /*, -M ,1 

= [QS(V/T+T)]2; 

Index Transforms 

(1.128) 

(1.129) 
the Whittaker functions 

, - r2(2cr + l) 2,1 ( 11/2 — o-, 1/2 +a, 0,1/2\ 
r ( l / 2 - p + <7)r(l/2 + p + a) 4,2 V I A -P J 

< 2 H l / 2 + U 2 - > e ^ ^ 
—G4 ' °fxl 1 + ̂ 1 - ^ "\ 
V5F 4,2 ^ 11/2, 1, 1/2 +a, 1 / 2 - ^ 

(1.131) 

= W_„, „ (2>/i) W,, , (2v^) ; 
the Kummer function 

(1.132) 

(1.133) 

(1.134) 

the Tricomi function 

1 2,1 / I 1 - a \ T / . x 

r ( a ) r ( a - 6 - f l ) G l , 2 (*|o, 1-bj = ^ 6; * ) ; 

the Gauss hypergeometric function 

i^k^;*(H 1 o,ai-c6)=^a'6;c; -*>• c ^ ° - -1' -2— < i i 3 5 > 
22a+2b-1 T2(a + fc + 1/2) 3,1 / II, l/2 + a + 6, 2a + 26\ 

>/5r T(2a)r(26) 3 ,3^1 2a, 26, a + 6 J 

= 2 f? (a , 6; a + 6+1/2; - 1 ) , 

22o+2i-1r2((a + 6+l) /2) 3,1 / II, a + fc, (a + 6 + l ) /2 \ 
3,3 ^ | a, 6, (a + 6)/2 J 

(1.136) 

A r(a)r(6) 

(1 - 2a - 26) cos(o - b)n 3,1 / 11, | + a + 6, § - a - 6 \ 
2v^cos(a + b)w 3,3 VX| | , i + a - 6, i + 6 - a) 

(1.137) 

^ c « . , r ( i + M + «/)c3,i / i - 1 / , 1/2, I + A 
2 r ( l - / i + i/) 3,3 V I 0, /*, -n ) 

- < 1 + ^^(5^Tr) ' 

= [QC(V^T7)]2; 

, - r2(2<r + 1) 2,1 / |l/2-<7, 1/2 + a, 0 , l /2 \ 
/ , r r ( i / 2 - p + a)r(i/2 + p + ff) 4,2 Vxl P, - P ; 

= M ' - (^) M -*U§) ' 
< •^^rr/a-j-^-w. 

J _ G 4 , 0 / l l + p, l - p \ 
V̂ F 4.2 V 1/2. 1. 1/2 +a. 1 / 2 - W 

^uWo!^)88^^-*)'^0'-1'-2----' 
1 ^2,1 / I 1 - a \ _. , . 

r (a)r(a-6 + l ) G l , 2 (*|o, 1-b) = * ( a ; b' *>> 

m^2^1Ti1-'cb)'2Fi{a'b;c;~x)'c*0,-1--2--'(1135) 

22a+2b-1 T2(a + fc + 1/2) 3,1 / II, l/2 + a + 6, 2a + 26\ 
>/5r T(2a)r(26) 3 ,3^1 2a, 26, a + 6 J 

= 2f?(a, 6; a+ 6+1/2; - - J , 

22tt-|-2t-1r2((a + 6+l) /2) 3,1 / II, a + 6, (a + 6 + l ) /2 \ 
yfi T(a)r(6) 3,3 n a, 6, (a + 6)/2 ) 

= 2 ^ a , 6, —r-, ^—j, 
1 - 2a - 26) cos(a - 6)TT 3,1 / 11, j + a + 6, | - a - 6 \ 

2v^cos(a + b)w 3,3 \X | §, | + a - 6, § + 6 - a) 

(1.130) 

r(c) 1,2 f I I - a , l - 6 \ 
(a)r(6)^2,2^| 0, 1 - c j = 2*i(a, 6; c; - * ) , c # 0, - 1 , - 2 , . . . 

>■ ' ( £ ) M- ' (^f) ' 

:i+'^(a5f?r)' 
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= a F l ( f l > 6; a + b+l - ! ) , * ( ! - « , ± - 6; | - a - 6; - I ) ; (1.138) 

t he Clausen function 

r(6Qr(62) 1,3 / | l - a i > 1 - 0 2 , l - a 3 \ 
r ( a ! ) r (a 2 ) r (a 3 ) 3,3 \X\ 0 , 1 - 6l3 1 - 62 J 

= 3^2(ai, fl2, a3; 6i, 62; - 3 ) ; (1.139) 

t h e A p p e l F3-function 

r ( c ) G
Q Q \ x \ i i 

3, 3 y | a1} 6i, c — a — b J 

= # ( x - l)(x - ly-'Fs (a, al5 6, bu c; 1 - x, 1 - i ) . (1.140) 

The last part of this section deals with the asymptotic expansions of some special 
functions mentioned above by their index or parameter. Conventionally, the respec­
tive questions are more popular for the asymptotic expansions of special functions 
by argument and already are investigated in detail (see Erdelyi et al. [1], Olver [1]). 
Nevertheless, we can find several formulae of asymptotic expansions, for instance of 
the Bessel functions by index in Erdelyi et al. [1] and Lebedev [9] and these questions 
are worth mentioning for further investigation of the index integrals. Here we give 
rigorous proofs of such formulae extensively used the Stirling formula (1.32) of the 
asymptotic expansion of the gamma-function. Thus we shall call such formulae as 
the Stirling type formulae. 

First we need to estimate the remainder term of the Stirling formula (1.32) starting 
from the formula of Binet (1.34). Indeed, taking z = a + ir , where a > 0 denote by 

«*+*)=C[\+T-T^\ 
= f°° ip(i)t-'re-tTtdt, 0 < 7 < 1. (1.141) 

Jo 
Here we mean that 

l r ^ e - a t , /? = l - 7 . (1.142) m = [ 1 I 1_ 
2 + t l-e~ 

It is evident, that ip(t) is of bounded variation in (0,oo). Moreover, we have the 
following asymptotic relations 

^(t) = 0 ( r ) , * - » 0 + , (1.143) 

iP(t) = O {iTfie"at) , t — +oo. (1.144) 

= 2M°' 6; a + 6 +2 ; ~J'M*"0' 2~fe; 2"a"6; ~ ) ; 

r(6!)r(62) 1,3 / l l - a j , 1 - 0 2 , l - a 3 \ 
TiajTfaMas) 3 , 3 ^ 1 0, 1 - 6lf 1 - 62 ) 

= 3^2(01, a 2 , a3; fci, 62; - 3 ) ; 

3, 3 y I a1} 61, c — a — 0 y 

= J5T(a: - l)(x - l ) ' " 1 ^ (a, au 6, 62, c; 1 - *, 1 - - j . 

(1.139) 

11.131 

(1.140) 

Mt) = 0(P)i *->0+, 

ip(t) = O (rpe-at) , t -► +00. 

/ Id! + 61, c- a, c — b\ 
\ I ai, 6i, c - a - 6 j 

» M 1 1 -i e-(«+tr)t 

[2 + j-T^\—r~dt 
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Now one can use the result from Titchmarsh [1, Theorem 126] to estimate the function 
(p(a + ir), when r —► +oo for all a > 0 uniformly, taking into account asymptotic 
relations (1.143)-( 1.144). Thus we obtain 

<p{a + ir)= f tp(t)r'1 cos(rt)dt 
Jo 

+t / ip(t)t~^ sm(rt)dt = 0 ( l / r ) , r -* +oo. (1.145) 
Jo 

So one can rewrite Stirling's formula (1.32) for our further purposes using the Binet 
formula (1.34) and the derived asymptotic (1.145) as follows 

T(a+ir) = v27rexp f a — — + ir) flog \ / r 2 + a2 -f i tarT1 (T / a)j — a — ir — 0(1/V) 

= V ^ r V ^ / V ? e x p f t ^ " " ^ 2 ^ + r log r - A - Q( l / r ) ] , r -► +oo. (1.146) 

Note here that in the case a < 0 it is not difficult to write asymptotic expansion 
of the respective gamma-function using formula (1.146) and expressing it by means 
of supplement formula (1.29). Moreover, without loss of generality we shall mean 
that free parameters of gamma-functions T(a + ir) are real numbers. Let us give 
the asymptotic expansion of the Macdonald function (1.98) for \r\ —► oo. As it is 
evident from integral (1.98) this function is continuous by index r 6 R due to its 
absolute and uniform convergence which gives rough (comparing with (1.100)) but 
useful inequality 

| - M * ) | < Ko(x), r e R, x > 0. (1.147) 

Due to the evenness of the Macdonald function by its index we can consider index 
r —► +oo. 

T h e o r e m 1.7. For the Macdonald function KiT(x) by an arbitrary variable x G 
(0, X], X > 0 the next asymptotic expansion by its index is true 

KiT(x) = J—e ■*T/2sin rlog r + - + — 
1 x 4 4r 

x [ l + 0 ( l / r ) ] , T - + + 0 0 . (1.148) 

Proof. By definition of the Macdonald function (1.91) use series (1.90) for the 
Bessel function i i r(z) , which is absolutely and uniformly convergent by r > 0 and 
0 < x < X as it is easily seen from the estimate (accounting inequality (1.44)) 

I Iir(x) \< V^ r(i/2 + tr) 
(X/2) 2k 

£S*!r(* + i)' 
(1.149) 
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Therefore, setting a = k + 1 at formula (1.46) and applying it to the Bessel function 
IiT(x) we have the following asymptotic expansion 

M . ) - J - I ; W2r*" M^oo £^0k\T(k + iT+ 1) 

(<-*">£)" = 7^exp r (r log v - T + * ) ] v+°(1^) & £ S t r 2 - (1-150> 
We note that it is possible to carry out of the limit asymptotic terms in (1.150), 
because for sufficiently large r the remainder in Stirling's formula becomes 0 ( l / r ) 
uniformly for k 6 [0, M], Hence passing to the hmit at the series due its absolute 
and uniform convergence we obtain the following expansion 

-Mz) = -7 j r=exp 
y/2/7TT 

-z^rlog--r-fi + - j ( l + 0 ( l / r ) ) , r — + o o . (1.151) 

For the Bessel function J_;r(x) we have similar (1.151) expansion as 

I-w(x) = y/2irr exp ^og__T + _+_Jj (l + 0 ( l / r ) ) r — + o o , (1.152) 

invoking with the asymptotic value of the respective gamma-function, namely 

r(Jb + 1 - ir) = v /2^r f c + 1 / 2 e-^ 

. / ( * + 1/2)TT 
x exp -|- r log r 

- ) -
0( l / r ) +oo. (1.153) 

Substituting the obtained results into formula (1.91) with v = ir and making use 
the supplement formula (1.29) for the gamma-function to express the multiplier 
7r(sin(27rr))_1 as 

T - £ - T = r ( t r ) r ( l - ir) = 2ire-*T-tir'2(l + 0 ( l / r ) ) , r -> +oo (1.154) 
sin(zr7r) 

we lead to formula (1.148). Theorem 1.7 is proved. • 

Now we turn to the asymptotic expansion by index v = — 1/2-Mr of the associated 
Legendre function of the first kind defined by formulae (1.55)-(1.56). Its expansion 
depends upon the range of variable x as we see from formulae (1.47) and (1.85) for 
the Gauss hypergeometric function and its analytic continuation. 

Theorem 1.8. For the associated Legendre function of the first kind ^ 1 / 2 + t T ( 2 ) 
by arbitrary variable x > 1 the next asymptotic expansions by its index r —► H-oo take 
place 

P-H2+,r(*) = ( £ y i ) ^J.,{TJ2{X - 1)) (1 + 0 ( l / r ) ) , K x < 3; (1.155) 
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x cos (rlog(2(x - 1)) + (/i - 1/2)^ + - ^ - ) (1 + 0 ( l / r ) ) , x > 3; (1.156) 

^ i / 2 + i r ( 3 ) = T^-^J.^TV^) [1 + 0 ( l / r ) ] , ^ < 0, (1.157) 

where Ju(z) is the Bess el function (1.88). 

Proof. Let us prove formula (1.155). For our purpose we consider the values 
x > 1. So representation (1.56) involves the case 1 < x < 3 . Putting v — —\jcl + ir 
at (1.56) use series (1.47) for the Gauss hypergeometric function. By definition (1.36) 
of the Pochhammer symbol with inequality (1.26) from (1.56) we have the uniform 
estimate for | 1 — x \< x0 < 2 as 

| 2 F , ( l / 2 - tr, 1/2+ i r ; l - W ! ^ ) | 

< i y r2(i/2 + n) (Xoy 
- I T(l/2 - ,»r(l/2 + ir) I £ 0 I (1 - /!)„ I n! V 2 ; ' l l l & 8 ) 

Formula (1.146) gives asymptotic expansions of the Pochhammer symbols and we 
have 

(1/2 - t r ) n ( l / 2 + ir)n = r2n(l + 0 ( l / r ) ) , r -» +oo. (1.159) 

Thus we obtain the following asymptotic equality 

^ (x).. 1 /» + iy /a 

X ^ £ ( H M [ 1 + 0 ( 1 / T ) L r^+0°- (1160) 

Since the remainder 0 ( l / r ) is independent from A; for r —► +oo one can pass to the 
hmit and invoking with relation for the Bessel function (1.88) we arrive to equality 

= r ( l - /.)r"((x - l)/2r"j^(r^2(x - 1)). (1.161) 

By substituting it into (1.160) we immediately establish (1.155). 
The asymptotic expansion for r —► +00 at the point x = 3 given by formula 

(1.157) follows from Boltz's formula (1.53). Indeed, for /i < 0 series (1.56) keeps as 
an absolutely convergent at the point x = 3 and we have from formula (1.53) that 

2F, (1/2 - IT, 1/2 + tr; 1 - ji; - 1 ) = 2 t r"1 /2
2F1 ( l / 2 - ir, 1/2 - ^ - ir; 1 - /i; ±) 

P. (X)-X[1(1±1Y,2I^1 

x cos (rlog(2(* - 1)) + {fi- 1/2)5 + - ^—) (1 + 0(1/r)), x > 3; 

^, /2 + i T(3) = W^J-Jr/*) [1 + 0 ( l / r ) ] , ^ < 0 

U ( l /2 - ir, 1/2 + ir; 1 - K LJL\ I 

1 f» T2(l/2 + n) (x0y 
~ | T(l/2 - , » r ( l / 2 + ir) |BtS I (1 - p) . I n! V 2 / ' 

^ - 1 / 2 + i r W - T V l _ „ t l , _ 1 J 

(1/2 - ir)n(l/2 + ir)„ = r2"(l + 0( l / r ) ) , r - +oo. 

x^£^ [1+0(1/r) ]'^+0°-

M cr
2i^r , -,_,,,. 

l i m V A — V - T = ofl (1 - A*5 r 2 — ) 

2*i (1/2 - ir, 1/2 + ir; 1 - /,; -1) = y ^ ' V i ( l /2 - ir, 1/2 - M - ir; 1 - W j ) 

- 1 / 2 + - ( X ) -V^U-lJ A/7^T 

-1/2+^(2) — 
1 /z + l W 2 

' ( l - / i ) \x-l) 

M (T*1=*Y 
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/ 2 \ M / 2 

= 2"-ll2T{\ - fi [-j J^(ry/2)[1 + 0(1/T)], T - +00, (1.162) 

which reduces to (1.157). 
Concerning the case of (1.156) in order to prove it we need to use formula (1.85) of 

analytic continuation of the Gauss function, because we have situation, when x > 3 
or in particular |1 — x\ > 2. Therefore formula (1.85) gives the representation of the 
Gauss function in (1.56) as follows 

2F1 ( l / 2 - tr, 1/2 + tr; 1 - /*; ^ ) 

_ T(l - ti)T(2ir) /l-gyr-1/2 

" T(l/2 + ir)T(l/2 -n + iT){ 2 ) 

x2F1 (1/2 - tr, 1/2 + fM - tr; 1 - 2tr; — - \ 

r ( l - / i ) r ( - 2 t r ) / l - g X - ' ^ 1 / 2 

+ T(l /2 - t r ) r ( l / 2 - \x - IT) V 2 ) 

x2F1 (1/2 + tr, 1/2 + A* + tr; 1 + 2tr; T 3 - ) 

[ r(i-/i)r(2iv) /1-xy-1/2 

tT [ r ( l / 2 + t r ) r ( l / 2 -» + iT)\ 2 ) 

x2F, ( l / 2 - tr, 1/2 + fi - tr; 1 - 2tr; y ^ ) ] , (1-163) 
where we denote by the symbol 3ftz [^(2)] (or respectively by $sz [F(z)]) the real (imag­
inary) part of function F(z) by variable z. So it consists of two Gauss's hypergeomet-
ric functions and each of theirs can be treated similarly to case (1.155) involving the 
asymptotic of gamma-multipliers by using Stirling's formula (1.32). Thus we have 
the relation 

r(2tr) 
r ( l / 2 + t r ) r ( l / 2 - / i + tr) 

O2»'T—1 

= t ^ - V W i — - ^ - ^ + 0 ( l / r ) ] , r - +00. (1.164) 
y/TT 

For the last Gauss function at the right-hand side of (1.163) we have the expansion 
of type 

2 f i (1/2 - tr, 1/2 + /i - tr; 1 - 2tr; — - ) 

= ~ ( l / 2 - i r ) w ( l / 2 + / i -2V)w / 2 \ n 

^ ( l - 2 t Y ) „ n ! \ l - x ) 

(1.163) 

-Sra (1+°"W) 

2F1 ( l /2 - tr, 1/2 + tr; 1 - /*; — J 

_ r ( l - IA)T(2JT) (lzJL\ 
" T(l/2 + i r)r( l /2 - /i + tr) V 2 J 

X2JF\ f 1/2 - tr, 1/2 + fi - tr; 1 - 2tr; — - J 

r ( l - /i)r(-2tr) / l - g X - ' ^ 1 / 2 

+ T(l/2 - t r)r( l /2 - /i - tr) V 2 J 

x2JF2 M/2 + tr, 1/2 + pi + tr; 1 + 2tr; T ^ - J 

[ r(i-/i)r(2iv) zi-xy-1/2 
tT I r ( l /2 + tr)r( l /2 -» + iT)\ 2 J 

x2F, ( l /2 - tr, 1/2 + ii - tr; 1 - 2ir; y ^ ) ] , 

r(2tr) 
r ( l /2 + t r ) r ( l / 2 - / i + tr) 

o2»'r—1 

= e ^ * " 1 / 2 ) / 2 ! — T " - 1 / 2 ^ + 0( l / r ) ] , r - +00. 
A /TT 

2fi (1/2 - ir, 1/2 + /i - IT; 1 - 2ir; — - ) 

= ~ ( l / 2 - tT ) , ( l / 2 + / i - i T ) . / 2 \» 
^ (l-2ir)nn! U - J 

■5j£#a0+°w» 
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= exp ( ^ y ) (1 + 0 ( l / r ) ) , r - +00. (1.165) 

Thus, finally substituting these expansions to (1.163) and invoking with (1.56) as well 
as an elementary Euler's formula we obtain the asymptotic equality (1.156). Theorem 
1.8 is completely proved. • 

Now we turn to write the asymptotic expansion for the square of the Macdonald 
function (1.98). In this case we use its representation through Meijer's G-function 
(1.117). Conversely this G-function can be expressed by the Slater theorem 1.6 
through key function (1.69) as the combination of the hypergeometric iF2-functions. 
Namely, we find (using notation as in (1.163)) 

Theorem 1.9. For the square of the Macdonald function the following asymptotic 
expansion by its index takes place 

Proof. We start from formula (1.166). As in previous theorem use the Stirling 
formula (1.146) to treat gamma-functions and Pochhammer symbols accounting the 
uniform convergence of the series. So we reduce expansion (1.166) for sufficiently 
large r > 0 to the following equality 

KUx) = T(irm »V) i fa(1/2; 1 + |Vj 2 _ . r ; x2) *?(*) = 
Xir)r(-2V) 2 

2 1^2(1/^; l + *r, 1 - z r ; x ) 

+y^tr L-2.rr^^ iFa(1 /2 _ tV; j _ t>j 2 _ 2fV; J j x > 0 ( 1 1 6 6 ) ■^%r \ x ~ 2 t \ n 2 l Z i^(l/2 - tr; 1 - tr, 1 - 2tr; z2) , * >0. 

, r V ; V2s inh(7rr )Vr 2 -x 2 r V 2r &\2T))J 

x [1 + 0 ( l / r ) ] , r -► +00, 0 < x < X, X > 0. (1.167) (1.167) 

, r V ; V2s inh(7rr )Vr 2 -x 2 r V 2 r &\2T))J 

x [1 + 0 ( l / r ) ] , r -► +00, 0 < z < X, X > 0. 

J*<*>-53SMS(i$Mfl1 + 0 < , M l 
_ l£ r 3 „ [ „ (2lf (log JL +,)) £ iz«!Zp:] P + 0(1/r)] 

^"-jsaraSffi^SFsP+wrji 
- ^ „ U (*, (log I +.)) E fc^!C] [i + o»1W] 

L - • - n = 0 "" J 

2 s i n h ( 7 r r ) ^ -x*~ —*** T " 2^ + 2 r l 0 g 27J J 

x [1 + 0 ( l / r ) ] , 0 < z < X, X > 0, r -► +00. (1.168) 

Theorem 1.9 is proved. • 
Let us consider several other particular cases of G-function (1.59) to establish 

their asymptotic expansions by index r . For example, applying the Slater theorem 

(1.168) 

( 7r 7re~Trr / x2 x \ \ 

2,ml,(«VT»-«» " ~ S h l r " Tr + 2H0g 27J j x [1 + 0 ( l / r ) ] , 0 < a: < A", X > 0 , r -► +00. 

Theorem 1.9 is proved. • 
Let us consider several other particular cases of G-function (1.59) to establish 

their asymptotic expansions by index r . For example, applying the Slater theorem 
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to G-function (1.116) with v = IT we have the following relation for the respective 
Bessel functions, namely 

[IiT(x) + I_iT(x)]KiT(x) 

r r ( - 2 t r ) r ( l / 2 + tr) 2,T 

r ( l + ir) 
cosh(Trr)^ 

x1F2(l/2 + IT; 1 + IT, 1 + 2rr; X2)] . (1.169) 

Similarly to previous asymptotic expansion (1.167) for the square of the Macdon-
ald function it is not difficult to obtain the next theorem. 

Theorem 1.10. For the combination of Bessel functions (1.169) the following 
asymptotic expansion by index is true 

[IiT(x) + I-iT(x)]Kir(x) 

= i cos UT log J + 2r + | i j [1 + 0 ( l / r ) ] , r -> +oo, (1.170) 

anc? argument x belongs to some interval (0, X], X > 0. 

Actually, using representation (1.169) by Stirling's formula one can reduce the 
hypergeometric series to elementary exponents and by Euler's trigonometric formula 
lead to asymptotic equality (1.170). 

In order to investigate the asymptotic by the second index of the Whittaker func­
tion (1.131) put there a = ir and express it by the Slater theorem in terms of 
Rummer's function (1.133). As a result we arrive to the following equality 

I r / J i ^ ■ x^T+1/2i^i(l/2 + tr + p; 1 + 2zr; -*)] , 

0<x<X, X > 0 . (1.171) 

The proof of the next theorem is absolutely analogously to previous ones and can 
be reestablished by the reader without difficulties. Nevertheless, we demonstrate it 
briefly here. 

Theorem 1.11. Under condition x G (0, X], X > 0 p G R for the Whittaker 
function (1.131) the asymptotic expansion by index r holds 

WPtiT(x) = y/2x~e-^2Tp-^2 

x cos ( r log J " | ( P " 1/2) + r ) [1 + 0 ( l / r ) ] , r - +oo. (1.172) 

0 < x < . 



26 Index Transforms 

Proof. Indeed, turning to representation (1.171) write the series for the Kummer 
function 1Fi(l/2 + ir + p; 1 + 2ir; —x) owing to formula (1.45) as follows 

M - o o ^ ( l + 22T)n n\ 

= «™ E S ^ P + Ofl / r ) ] , r - + o o , *€(<>,*] . 

Consequently, we obtain the asymptotic expansion of the Kummer function by index 
r as 

1F1(l/2 + ir + p\ 1 + 2ir; -x) = e-*'2[l + 0 ( l / r ) ] , r — +oo, s € (0, X], p € R. 

Meanwhile, the gamma-ratio in (1.171) can be treated by Stirling's formula (1.32) 
and we arrive to the expansion 

re£T-ft)= ^"'-""^ (< ( ' - i<" - ■/»)+ "°^)) 
x[l + <9(l/r)], r € + o o . 

Hence, substituting these expressions into equality (1.171) and appealing to the ele­
mentary Euler trigonometric formula lead finally to (1.172). Theorem 1.11 is proved. 

It is interesting to consider now special case of the Gauss hypergeometric function 
(1.47) in view of its asymptotic by isolated parameter ir. Indeed, setting at (1.47) 
a = f — ir, b — £ -f ir, c = 1 + £ — a, where £, <r are some real parameters we have 
more general result as Theorem 1.8, namely 

Theorem 1.12. For Gauss's hypergeometric function the next asymptotic expan­
sions by its index r take place 

2^i(£ - ir, f + ir; 1 + £ - <J; - s ) = T(l + f - a ) ^ " ^ " 0 ' 2 

x J ^ ^ r ^ / i " ) [1 + 0 ( l / r ) ] , 0 < z < 1, r -+ +oo; (1.173) 

2^1 (e " «>, f + ir; 1 + f - cr; - 1 ) = T(l + f - a)T*-«2'T-<"+3«>'2 

x J ^ ( r \ / 2 ) [ l + 0 ( l / r ) ] , r - +oo, £ + <J<2; (1.174) 

2fitt - »V, f + »r; 1 + f - a; -s) = ^ t f ^ 

x cos f r log(4s) - (f + 1/2 - (J)TT/2 + ^ [1 + 0 ( l / r ) ] , r -* +oo; x > 1. (1.175) 

Finally we attract our attention to investigate the asymptotic of the Meijer G-
function (1.60) by two isolated parameters. Indeed, let us take the following G-
function 

Gm + W | (ap) \ Q (1176) 
p,q + 2 \ UT, -IT, (/?,),/' V ' 

M^oo*-T ( l + 22r)n n! 

= «™ E S ^ P + Ofl / r ) ] , r - + o o , *€(<>,*] . 

i * i ( l / 2 + i r + p; 1 + 2ir; - x ) = e - ^ 2 [ l + 0 ( l / r ) ] , r — +oo, x € (0, X], p € R. 

x[ l + 0 ( l / r ) ] , r € + o o . 

2*1(6 - ir, f + ir, 1 + £ - a\ -x) = T(l + £ - a W ' - ^ - W 2 

x Jt_v{2Ty/x) [1 + 0 ( l / r ) ] , 0 < x < 1, r -► +00; 

a*i (f - ir,(, + IT; 1 + £ - cr; - 1 ) = T(l + £ - ^ - ^ - ( ' - " O / * 

x J ^ r v ^ H l + O C l / r ) ] , r —+cx>, £ + a < 2 ; 

afx(f - ir, t + iT;l+(-*;-x)= ^ t f ^ i 

lim £ (l/2 + «r + p).(-x): 
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provided that parameters satisfy conditions described above. First of all consider 
key functions (1.69), (1.71) related to G-function (1.176). Namely, invoking with the 
Gauss-Legendre formula (1.30) functions (1.69), (1.71) take forms 

IT, 1/2 + IT, (An) + IT, 1 - (a , ) - IT 1 
« + 1 ) + IT, 1 - (AT") - IT 

v F f 1 - («») ~ *>. 1 - (aj+1) - ,V: / I\P-»-">J1 
X'*«+1 [ 1 - 2IT, 1 - (An) - tV, 1 - (A?+1) - IT ( V x\\ 

+ V rftr fir - ft' -"" - A'' (A-)' - ft' * - (a«) + ft 1 
£i LK+I)-ft. i-(Ar+1)+ft J 

XpFq+l 

1 - (a.) + ft, 1 - (a]*1) + ft; f_i V-»—J 
1 - IT + ft, 1 + IT + ft, 1 - (An)' + ft, 1 - (ft?+1) + ft I ^ 

(1.177) 

En(i/^) = E ^ _ 1 r 
> = 1 

a i _ (an)', 1 - atj + (An), 1 - a> + IT, 1 - a-j■ - I'T 1 
«; - (AT1), i - «i + K+1) J 

X « + 2 - f j > - l 

l-aj + iT, l-a}- iT, 1 - a} + (An), 1 - oc}, + (/%"); ( - ! ) « — " 
l-aj + (any, l - a , - + (a;+1) ' * I" ( L 1 7 8 ) 

Hence, assuming that all conditions of the Slater Theorem 1.6 are fulfilled for 
G-function (1.176) one can define it as in formulae (1.78)- (1.81), precisely 

V tT(A - — W (4rYT *T' 1 / 2 + 'T' ("m> + tT> 1 ~ (a") ~ iT 

2 , mi*j - ^_je,r ^ ) i | ( Q , + 1 ) + .Tj j _ ( / ^ + 1 ) _ .r j 

C + 2
n ( i J ^ ( J = ^ ^ 0<*<*,*>lif? + 2>p,(l,79) 

C + 2 n H J ^ ( f t ) ) = ^ ^ 0<.<l,ifff + 2 - R (1.180) 
G m + 2 , n / | (a,) U ^ 1 < * < X, if g + 2 = p, (1.181) 

p,g + 2 V l*r, - IT , (A,)/ 

GTt!'2n(XLv ( " w f l O = ^ - ( 1 ^ ' 0<x<X, if9 + 2<p. (1.182) 
P, ? + 2 \ | IT, -IT, (ft,)/ 

Now our purpose is to write asymptotic expansions of sums (1.177), (1.178). For this 
use formula (1.146) and its analog for V(a — IT) which can be easily derived from the 
Stirling formula (1.32). Let us consider sum (1.177). We have for sufficiently large 
positive T that 

[ IT, 1/2 + ir, (An) + ir, 1 - (<*„) - ir 1 
1 [ («;■") + I T , l - ( # + 1 ) - I T j 

_ /■«, r ' )™+n+l-* r
1

e - (m+n+l-*$*)irT. r uarrno-1/2 

x e x p [ i ( ( 2 + g - p ) ( T l o g T - T ) + | x ) ] ( l + 0 ( l / r ) ) , T - +oo, (1.183) 

m + 2 , n / I (a,) \ _ v - i r / -
p,? + 2 Tlir, -IT, ( f t ) J - ^ - ^ 

G
p , a + 2 1iT, - IT , (A) " E " ( 1 / X ) 

Gp,9 + 2 HIT, -IT, (ft,)J 2.»(V*), 

rp,9 + 2 ^ I IT , -IT, ( f t ) J - ^ ^ X j ' 

[ IT, 1/2 + ir, (An) + ir, 1 - (an) - iT 1 
[K+1) + iV,l-(A7+1)-ir j 

= f27r1m+n+1_£> ie_(m+n+:1_ » )*TT "arr"°_1/2 

x exp [i ((2 + q - p)(Tlog r - T) + | x ) ] (1 + 0(l/r)), r - +oo, 

^ ' + 1 [ 1 - 2iV, 1 -

+ fv>r[ , v _ / 
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where 

j = l j=m+l j = l j=n4-l 

P + 9 - 1 (1.184) 

and parameter g is defined by formula (1.76). As we presupposed above that all free 
parameters are real numbers to omit their unessential imaginary parts at asymptotic 
expansions. Further one can write that 

PFq+l 

M 

l - K ) - z Y , l - ( c £ + i ) - i r ; 
1 - 2tr, 1 - (j9m) - tr, 1 - (#>+ 1) - t r 

( - l ) p - n " m a : 

lira r -
(1 - (an) - ir)k(l - (a]J+1) - ir)k ( (-1)*-*—*)* 

ib! 

= Um E I U 2 _Ei!2 L(i + 0(l/r)) 

= exp [ ( - l ) m + n + « + 1 x( i r ) p - ' - 1 ] (1 + 0 ( l / r ) ) , r — +00. (1.185) 

As it is easily seen accounting the asymptotic expansion of the product of Pochham-
mer symbols like (1.159) the last sum in (1.177) for sufficiently large positive r can 
be changed by the following expression, namely 

t r - ft, - i r - ft, (ft ,) ' - ft, 1 - (or,) + ft 
( a ^ ) - f t , l - ( / ^ + i ) + ft 

x . £ p-r,+l 

1 - (a . ) + ft, 1 - (a;+1) + ft; 
1 - ir + ft, 1 + ir + ft, 1 - (ft,)' + ft, 1 - (/3™+1) + ft * *' 

" r £ U J [ K+1) - ft, 1 - (#•«) + ft 

xpFq-i 
1 - (aB) + ft, 1 - (a;^1) + ft; ( - I ) * -

x ( l + 0 ( l / r ) ) , r -> +00. (1.186) 

It is clear from relation (1.185) that we may consider two cases of asymptotic of sum 
(1.177). Indeed, if p — q = 21 + 1, / = 0, ± 1 , ± 2 , . . . , then one can deduce the final 
asymptotic formula as 

( 2 I ) - « . i - " j . , m , _ v ) „ 

x r ' - ^ e x p ^ - l 

x cos ^(2 + q - p)(r log r - r ) + rlog(4x) + ~ x j 

exp [(-l)m+n+"+'+1xT2'] 
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+2ir
e— v M V" r f ( /?ro)'" ft' !"(ttn) + ft 1 

+" r £ U ) [ « ' ) - ft, 1 - (/^+1) + ft ] 
[ 1 - (an) + ft, 1 - (<£«) + ft; ( -1)P-"-"X1 

P , _ 1 [ 1 " (An)' + ft, 1 - (P?+1) + ft ^ j 

x(l + 0(l/r)), r->+oo. 

For p — q = 21, I = ±1, ±2, ... , we obtain 

^ M - 1 ^ 

(1.187) 

x cos ((2 + ? - p)(r log r - r ) + r log(4x) + (-l)"»+»+«+,asr*-1 + | X ) 

By the same treatment for sum (1.178) immediately arrive to the asymptotic expan­
sion by index r of type 

^ n (1/x) - 2 V £ , ^ 2 J 1 ^ _ ( / ?„+1) j j _ ^. + ( a„+ 1 ) j 

XqFp-l 
1 - a,- + (ft,), 1 - a,- + (^+ 1) ; (-!)«—"T3] 

1 - a> + («„)', 1 - a, + (a"+1) x 

x ( l + 0 ( l / r ) ) , r - » + o o . 

Thus we obtained the following theorem. 

(1.189) 

Theorem 1.13. For the Meijer G-function (1.176) with real free parameters 
(ap), (f3q) and argument x G (0, X], X > 1 asymptotic expansions (1.187) — (1.189) 
by its index r —► +oo are true provided that the respective sums (1.177) — (1.178) are 
chosen according to Slater's theorem described by formulae (1.179) — (1.182). 

+9 « V l r lPm> ~ p " ' ~ ^"> + p> 
+ r £ U O l[ K+1) - ft, 1 - (/^+1) + ft j 

[ 1 - (a.) + ft, 1 - (a"*1) + ft; ( - l ) r - -"x l 
P ' _ 1 [ 1 " (An)' + ft, 1 - (/?+1) + ft ^ j 

x(l + 0(l/r)), r —+oo. 

£*(,) = (2,r^1-^e_ ( m + n + 1_^ ) T r r g_1 / 2 

x cos f (2 + g - p)(rlog r - T) + r log(4*) + (-l)m+n+«+'xr2'-1 + ^ x ) 

+2,111 V* (£_ V' r f (A-)' " ft' 1 " M + ft 1 +2T r £ U* J [ K+1) - ft, 1 - (AT+1) + ft ] 

f 1 - («„) + ft, 1 - (aj+1) + ft; ( - i r - m * 1 

x(l + 0(l/r)), r ->■ +oo. (1.188) 

+2,111 V (-1 Y* r f (/?m)' " ft' * " (an) + ft 1 +2T r fcKr*) L[ (<$«) " ft, 1 " (AT+1) + ft ] 

1 - (a.) + ft, 1 - K + 1 ) + ft; ( - i r - 1 
*P-<VI [ j _ Wmy + ^ j _ (/3m+i) + ^ r 2 j 

£ n O A ) = 
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1.3 Fourier's, Mellin's and Laplace's transforms 

In this section we give briefly some auxiliary results from classical one-dimensional 
integral transforms theory, namely some definitions and theorems concerning the 
Fourier, the Mellin and the Laplace integral transforms. Details and proofs of the 
theorems the reader can find in Titchmarsh [1]. These results are repeatedly used 
below to establish the respective properties for index integral transforms. 

As it is known, the classical one-dimensional integral transforms are of the form 

[Kf](x) = r°° K(x,t)f(t)dt, x e R, (1.190) 
J—oo 

where K(x^t) is some given function (kernel of the transform), f(t) is an original in a 
certain space of functions, and [Kf](x) is the image of the function f(t). Undoubtedly, 
among the most important classical integral transforms one is the Fourier transform 
with K(x,t) — etxt, precisely 

[Ff)(x) = -j= J*™ e*f(t)dt, xeR. (1.191) 

According to discussions at the beginning of this chapter one can imply the conver­
gence of the integral (1.191) in different meaning. In this book we attract mostly 
our attention to Zp-theorems for integral transforms. In particular, for the Fourier 
transform (1.191) we formulate the theorem from Titchmarsh [1] in terms of Lp(R)-
convergence like, for example (1.6). 

Theorem 1.14. Let f(x) belong to £P(R), where 1 < p < 2. Then, as E —► oo, 

[Ff](x, E)=^= /_* eixtf{t)dt (1.192) 

converges in mean with exponent q = p/{p — 1). The mean limit [Ff](x), called the 
Fourier transform of f(x), satisfies 

r°° IMOI'* < T^rrr f~ l/(<)lp<&- (1193) 

The Fourier reciprocity holds in the sense that 

almost everywhere on R. 

/ \[Ff](t)\"dt < — ^ / " i / w r * . 

Ff](x,E) = -^J_Be'xtf(t)dt 

1 d r+°° eixt — 1 

^=^/r^r™^ 

[Ff](x) = J=f*~e"*f(t)dt, x e R. 

[Kf](x) = I*™ K(x,t)f(t)dt, x € R, 
J—oo 

(1.194) 

(1.195) 

Irnost everywhere on R. 

Vhe Fourier reciprocity holds in the sense that 
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Let us note that we might replace [Ff](x, E) by 

1 rM ■ 
[Ff)(x, E,M) = - = e^f(t)dt9 (1.196) 

V27T J-E 

where i£ —► oo, M —► oo, in any manner. 
Letting at Theorem 1.14 p = 2, we obtain known Plancherel's theorem and in­

equality (1.193) becomes the Parseval equality for the Fourier transform (see details 
in Titchmarsh [1]). 

Using elementary Euler's trigonometric formula exxt = cosxt + isinxt one can 
introduce and formulate the same theorem for the cosine- and the sine-Fourier trans­
forms, namely 

[Fcf](x) = J - r f(t) cos xtdt, (1.197) 
V 7T JO 

[Fsf](x) = J- H f{t)sinxtdt, (1.198) 
V 7T JO 

where we consider these transforms in spaces Xp(R+) , 1 < p < 2. As it is well known 
these transforms have symmetric inversion formulae, namely almost everywhere on 
R+ the following reciprocities or dual formulae hold 

/ w - ^ r ^ * ^ ' (i-2oo) 
™u=MrmlzsFL*> (i2oi) 

In spite of the fact, that the Fourier transform (1.191) is the most important one 
we may consider separately the Mellin transform, which can be obtained from the 
Fourier transform by an exponential replacement and by rotating the complex plane 
through a right angle 

/*(*) = M{f(t)\ s} = [ F > / 2 ? / ( C » ) ] ( - M ) = /+°° f{t)t*-ldt. (1.203) 
Jo 0 

In fact, its inversion is given by the formula 

1 ri/+t'oo 
f{x) = M-'U'is);x} = — f'{s)x-'ds, v = »a, x > 0, (1.204) 

ZlTl JU—too 

and undoubtedly, we can observe its connection with the class of hypergeometric type 
functions as it was described in detail in Marichev [1]. Definitions of the Meijer G-
function (1.59), the Fox if-function (1.63) and wide list of their particular cases can 

™<>W^f/e>=^, 
„, x /2 d /°°r„ „,, xsinxt , 

B / i w - J & r / w ^ , . 
„, . /2 d /°°r„ ,., , 1 - cosztf , 

[FJ](x) = J- f°°f(t) cos xtdt, 

[Fsf)(x) = J-f f(t)Sinxtdt, 

1 / - J " 
[Ff\{x,E,M) = -^.J_Et^f(t)dt, 

1 ri/+t'oo 

/(x) = ̂ "Mr(»); *} = ir- r(>)*-*>, » = *«. * > o, 
J7TZ Jv—ioo 

(1.199) 

(1.200) 

(1.201) 

(1.202) 
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be interpreted in terms of the Mellin transform formulae (1.203)-(1.204). Here if we 
denote by —► the correspondence between a function and its Mellin's transform, then 
the following formulae of general type can be easily proved 

f(ax) -> a-*fm(s), a > 0; (1.205) 

x'f(x)^f'(s + p); (1.206) 

/ ( * ' ) -> g /* ( s / p ) , p4 0; (1.207) 

f(n)(x) - r ( r ( t - I ) S ) / * ( s " n ) ' Hx"k~lflk)^ = °> 
A = 0 , l , . . . , n - 1 ; (1.208) 

*) - (-«)"/*(*); (1-209) *;!)"'<•> 

{ix) x) f{x) - (1 - s)nr(s). (1.210) 

The corresponding Lp-theorems for the Mellin transform (1.203) and its inversion 
(1.204) are more suitable formulated in the weighted X^p-spaces (1.19). According to 
the definition of the Melhn transform these results can be easily obtained from the 
Fourier transform theory (see details in Titchmarsh [1]). 

T h e o r e m 1.15. Let f(x) belong to the space £„>P(R+), 1 < p < 2, v 6 R. Then 
its Mellin's transform (1.203) f*(s) = f*{v + it) exists and belongs to the space Lq(R). 
Moreover, the convergence of the integral (1.203) is in mean with exponent q by the 
norm of the space Lq(y — zoo, v + zoo), namely 

where 

\\f*{>) - I" / (* )* ' _ 1 * lk (» - i« . -Hoc) -» 0, N - oo, (1.211) 
J\jN 

ii/ik<-.-~. v+ioo) = ̂  (l_too i/w*i f) • (i.2i2) 

Theorem 1.16. Let f*{v + it) G LP(R), 1 < p < 2, i/ G R. TAen *Ae inverse 
Mellin transform (1.204) exists and belongs to the space LUjq(R.+). Moreover, the 
convergence of integral (1.204) is in mean with exponent q by the norm of the space 
LU)q{R.+) and almost everywhere on R+ the dual equality is true 

/ (*) = y - r / f^*1" '*, x > 0. (1.213) 
Z7TZ CLX Ju—ioo 1 — S 

f{x)=i*r'~mxi-.dStX>0. 
27TZ aX Ju-ioo 1 — S 

1 / rv+ioo \1/<I 

iiriu,(„-,oc, „+.*,) = -̂ / . \mds\") . 
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Theorem 1.17. Let f*{v + it) G LP(R), 1 < p < 2, v € R, /i(x) € I1_ I / fP(R+). 
Then the Mellin-Parseval equality takes place 

roo 1 fv+ioo 
/ f(xt)h(t)dt = —- / f*(s)h*(l - s)x-sds, x > 0, (1.214) 

7o Z7T2 Jv—ioo 

where h*(s) is the Mellin transform (1.203) of the function h(x). 
To introduce the Laplace transform for positive variable x one can call just demon­

strated equality (1.214). Indeed, letting there f(x) = e~x we find, that the left-hand 
side of (1.214) becomes the Laplace transform like (1.190) and usually we shall define 
it as 

[Lf](x) = [°°e-xtf(t)dt, x > 0. (1.215) 
Jo 

From Euler's integral (1.22) observe that the Mellin transform (1.203) of exponent 
function e~x is the gamma-function T(s) and Stirling's formula (1.32) allows us to 
conclude that T(v + it) € LP(R), 1 < p < 2, v € R+. Therefore, if f(t) G L1_VtP(R+), 
then we have the following equality from (1.214) as 

1 rv+ioo 
[Lf](x) = — / T(s)fm(1 - s)z-5<is, x > 0. (1.216) 

As is known (see Titchmarsh [1], Marichev [1], Yakubovich and Luchko [2]) the left-
hand side of (1.214) is slightly different from the Mellin convolution 

V*9)(*) = J~f(j)9(t)j (1-217) 

and we can definitely call the Laplace transform of positive variable x as the Mellin 
convolution type integral transform as noted in Widder [1], Hirschman and Widder 
[1], Marichev [1], Brychkov et al. [1, 1983]. In the next section we shall consider some 
properties of such transforms. 

Let us demonstrate the known Post-Widder inversion formula for the Laplace 
transform (1.215) (see details in Widder [1]) 

k+i 

M-&tBIW>(?)(7) • < 1 2 I 8 > 
This formula involves derivatives of the Laplace transform [Lf](x) and it is clear 
that one needs to know it only for large positive values of x. Furthermore, (see 
in Widder [1]) the range of the Laplace transform is completely described for Lp-
functions, namely arbitrary function g(x) is the Laplace transform (1.215) of some 
function f(t) 6 ZP(R+), 1 < p < oo if and only if g is infinitely differentiate and, 
for some constant M, 

xkp+p-2dx < M, ib = 0, 1, 2 , . . . . (1.219) 
k f°° I dkg I 

(ibfJMo \dx*\ 
k f°° dKg 
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1.4 General Mellin convolution type integral 
transforms 

In this section we collect some results concerning properties of general integral 
transforms of convolution type of (1.214), (1.217). We note the basic works on this 
matter as Titchmarsh [1], Widder [1], Hirschman and Widder [1], Watson [1], Sri-
vastava and Buschman [1], Samko et al. [1], Dzrbasjan [1], Rooney [l], [2], Fox [1], 
Marichev [1], Nguyen Thanh Hai and Yakubovich [1], Yakubovich and Luchko [2]. 

We discuss here the following Mellin convolution type transforms 

[Kf](x) = r k(xy)f(y)dy, x > 0, (1.220) 
Jo 

[Kf](x) = r k (-) f(y)$L, x > 0. (1.221) 
ô \yj y 

In order to describe the range of these transforms we need to remind one remarkable 
theorem from Titchmarsh [1] on the Fourier convolution of two Lp-iunctions. After 
that one can appeal to this theorem following Rooney [2] to formulate the correspond­
ing theorems for Mellin convolution transforms. 

Theorem 1.18. Let / (x ) , [Ff](x) be transforms of IP(R), Lq(R), and 
g{x), [Fg](x) of I r (R) , Lr,(R), r' = r/(r - 1), where p"1 + r"1 > 1. Then the 
product of Fourier transforms [Ff](x)[Fg](x) and the Fourier convolution 

(f * g)(x) = - ^ /_" f(y)g(x - y)dy (1.222) 

are Fourier transforms (1.191) of classes Xpi(R), Lp{R) respectively, where 

p = „ + r nr>p,=pKp-iy (L 2 2 3) 
p-\- r — pr 

From the definition of the Mellin transform (1.203) we see that if 5 = v + ix, 
where v € R, x G R, then we obtain 

r\y + ix) = [FV2^f(ey)euy]{x) = /+°° f{t)tu+tx-ldt. (1.224) 
Jo 

Hence, it is clear that for the case of the Mellin transform is more suitable to use the 
weighted Lebesgue spaces X I / p(R+) with norm (1.19). Namely, for the Mellin convo­
lution type transforms (1.220), (1.221) Theorem 1.18 gives respectively, (see Rooney 
M) 

Theorem 1.19. Let f(x) 6 IV>P(R+), k(x) G Zi_l,>r(R+), where 1 < p < 00, 1 < 
r < 00 and p~x + r_ 1 > 1. Then the transform (1.220) exists for almost all x G R+ 
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and [Kf] is the operator from the space LV>P(R+) into the space Li_„>p(R+), where 
parameter P is defined by equality (1.223). 

Theo rem 1.20. Let f(x) G Z„ | P(R+), k(x) e Lu>r(R+), where 1 < p < oo, 1 < 
r < oo and p~l + r - 1 > 1. Then the transform (1.221) exists for almost all x 6 R + 

and [Kf] is operator from the space LV}P(R+) into the space LVtp(R+), where param­
eter P is defined by equality (1.223). 

There are many works, which are devoted to study of various particular cases of 
the Mellin convolution type transforms. We already announced some of theirs above. 
Note here, that inversions of these transforms can be established using the Mellin-
Parseval equality (1.214) (see details in Yakubovich and Luchko [2]). There is also 
the approach to define these transforms by the right-hand side of equality (1.214), 
namely so-called G- and ^-transforms described in Vu Kim Tuan et al. [1], Vu Kim 
Tuan [3], Yakubovich and Luchko [2], Samko et al. [1]. These general transforms 
with hypergeometric type of special functions comprise a wide set of examples. We 
defined some of theirs as the cosine and the sine Fourier transforms (1.197), (1.198). 
Moreover, one can use the table of G-functions from Section 1.2 as the kernels of 
such transforms. The general theory of the Mellin convolution type transforms with 
so-called Watson or Fourier kernels from Titchmarsh [1], Watson [1] and Yakubovich 
and Luchko [2] is also worth mentioning on this matter. In addition, for our further 
purposes it is important to define here the Hankel transform as 

[•/*./](*) = r \fiyJA*y)f(y)dy, A* > - i (1225) 
JO 

with the Bessel function of the first kind (1.88). The boundedness of the Hankel 
transform (1.225) is given, for example by the following statement (see Rooney [2]). 

Theo rem 1.21. If 1 < p < 00 and -y(p) < 1/ < 9fyi + 3/2, where 

7(p) = max I 1_ 
p1 q q = p/{p- i ) , 

then the operator [JM/](x) given by (1.225) 25 bounded from LUtP(R+) to L1-ViP(R+) 
and is a one-to-one transform on LVJ,(R.+) for all P > p such that P' > v~x and 
1/P + 1/P' = 1. For 1< p < 2 and f(x) € LUtP(R+) 

M{[Wy,3} = r-^T^±^M{f(ty,.}, « , = 1 - , (1.226) 

Let us remark finally that Mellin convolution type transforms contain the respec­
tive kernels K(x,y) as the function of one variable z = xy or z = x/y. This is 
fundamental difference of the considered convolution transforms from so-called index 
transforms.which we shall announce in the next section. 

jwttwx*.} - ̂ ^t'.VmmMin'M- * "'" 
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1.5 Notion of the index transforms 

This book was intended as a first attempt to emphasize a special class of integral 
transforms whose kernels involve special functions of hypergeometric type with iso­
lated parameters, so-called index transforms. As is shown throughout of this book 
the integration in inversion formulae of these transforms is realized with respect to 
the index and not the arguments as in the preceding examples of convolution trans­
forms. Although we shall use very extensively the theory of convolution transforms 
and general integral operators below to construct the index transforms theory in 
Zp-spaces. More precisely, we need to describe their properties, to prove inversion 
formulae and to comprise various examples of such transforms. Furthermore, we 
shall consider so-called index-convolution integral transforms as mappings from one-
to two-dimensional functional spaces. The choice of the hypergeometric approach (see 
details in Yakubovich and Luchko [2]) seems to be the best adapted to our theory. 

The index transforms first appear from integral representations of arbitrary func­
tions of Fourier type integrals (see Titchmarsh [1]) under respective conditions. We 
appeal to Erdelyi et al. [1] to demonstrate such known expansions with Bessel and 
Legendre functions as the kernels, namely 

f(x) = -\ H tJt(x)dt r Hi2\y)f(y)X (1.227) 
l J-ioo Jo y 

where 
Hi2\x) = Jv(x) - iYv{x), (1.228) 

(Kontorovich and Lebedev [1]); 

/ (* ) = — / e^Ki(x+t)(a)dt / ta^rlKi(T^{a)f(y)dy, a > 0 , (1.229) 
71 J—oo J—oo 

(Crum [1]); 

f& = \C J,t{eX)AtU{eX)tdt r V«W + J-i>(*V)]f(y)dy, (1-230) 
z Vo smn wt J—oo 

(Titchmarsh [2]); 

*/(*) = — [°° tsinh wtKit(x)dt [°° Kxt(y)f(y)dy, (1.231) 
7T4* JO JO 
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(Lebedev [1]); 

1 ftr+too /oo Hit 

/(*) = - / tKt{x)di It(y)f(y)A (1.232) 
7T2 Ja-too JO XI 

dy_ 
y 

(Lebedev [2]); 

f(x) = f°° t tanh irtPtt_1/2(x)dt f°° Pit.1/2(y)f{y)dyi (1.233) 
JO J\ 

(Mehler [l], Fock [1]); 

/ ( x ) = -T~^ f" < s i n h 27rtr(l/2 - n - it)T(l/2 - n + it)W.M(x)dt 
[TTXr Jo 

(Wimp [1]); 

(Lebedev [8]); 

(Lebedev [8]); 

Jo 

f(x) = — - — f°°tsmYi7rtKl(x)dt 
it* dx Jo 

* H[Uy) + I-it(y)]Kit(y)f(y)dy, 
Jo 

fM=2irTx^tdt 

x r K?,(y)f(y)dy, 
Jo 

f(x) = — f°°t sinh27rt 
TTZ JO 

(1.234) 

(1.235) 

(1.236) 

q - m,p - n + 2 / I /i + it, n - it, - ( o £ + 1 ) , - ( « „ ) \ , 
*Gp + 2,q H -(/?7+1), "(A») ) 

^^Hlvu**1'"'*™)**' (1237) 

(Wimp [1], Yakubovich [2]). 

'^ , (y ) / (y )< iy , 
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Thus these representations as it is easily seen generate the index transforms that 
we shall consider in detail in next chapters. Let us note here briefly that the results 
related to Mellin's transform (1.203), its convolution (1.217) and Slater's Theorem 
1.6 are very useful to obtain various representations of hypergeometric functions as 
the kernels of the index transforms as well as to construct new kernels and index 
transforms. For instance, along with integrals (1.98)-(1.99), (1.105)-(1.106) for the 
Macdonald function we need to consider the following one 

Appealing to Marichev [1] write this result through the hypergeometric function 
o-Fi(a; x) using Slater's Theorem 1.6, because the integral (1.238) can be easily re­
duced to the Mellin convolution (1.217). Thus we obtain the expression of type 

KlT(x) = Stir [ ( I ) " n-ir^F, (l + ,Y; ^j z > 0. (1.239) 

This simple example enables us to deduce different representations for the index 
transforms kernels like (1.239) and to recognize many index integrals reducing theirs 
to the known index transform expansions. We shall use it extensively below in our 
further considerations. 

1 /X\ ~*T f°° *? 
(1.238) 



Chapter 2 

The Kontorovich-Lebedev 
Transform 

In previous Chapter 1 we already gave some auxiliary results for our further consid­
erations of the index transforms and slightly touched the index expansions of arbi­
trary functions. Here we start to study index transforms from famous Kontorovich-
Lebedev^ transform (the K-L transform) introduced by Kontorovich and Lebedev 
[1] and developed by Lebedev later in Lebedev [l]-[3], [7]. As it was shown by the 
author (see Yakubovich [1], [3]-[4], Yakubovich and Luchko [2]), the Kontorovich-
Lebedev transform generates the respective class of so-called index transforms of the 
Kontorovich-Lebedev type and consequently, it is one of the basic integral transforms 
by index of the Macdonald function (1.98). 

This chapter deals with modern results on this matter recently obtained by the 
author. We shall attract our attention to Zp-theory of the Kontorovich-Lebedev trans­
form. Certain results in different functional spaces the reader can find in Yakubovich 
and Luchko [2] and in extensive bibliographical references of the present book. In 
particular, we note some other papers devoted to the Kontorovich-Lebedev transform 
and applications as Ben-Menahem [1], Buggle [1], Cessenat [1], Chakrabarti [1], For-
ristal and Ingram [1], Glaeske [4], Gomilko [l]-[3], Isaeva [1], Jones [1], Lebedev [5], 
[9], Lebedev and Kontorovich [1], Lisena [1], Lowndes [l]-[3], Naylor [l]-[2], Negrin 
[l]-[4], Orlyuk [1], Pandey [1], Pathak and Pandey [1], Pestun [1], [2], Vu Kim Tuan 
and Yakubovich [l]-[2], Vu Kim Tuan et al. [1], Wong [2], Yakubovich [6], Yakubovich 
and Vu Kim Tuan [1], Yakubovich and Fisher [1], Yakubovich et al. [1]. 

2.1 Definition, inversion in L^p 

In this section we introduce as usually the Kontorovich-Lebedev transform refer-

39 
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ring to the expansion (1.231) as 

KiT[f]= rKiT(y)f(y)dy, (2.1) 
Jo 

where the index r > 0, K{T(y) is the Macdonald function (1.98), and we mean to take 
an arbitrary function f(x) from the weighted space LU)P(R,+) (1.19) with v G R and 
p > 1. First of all observe from the integral representation (2.1) and definition of the 
Macdonald function (1.91) that the Kontorovich-Lebedev transform of the function / 
is even function of real variable r and without loss of generahty we can consider only 
nonnegative variable r . From the asymptotic behavior of the Macdonald function 
given by formulae (1.96)-(1.97) and the Holder inequality (1.21) for weighted spaces 
we immediately obtain that integral (2.1) is absolutely convergent for any function 
f(x) G LU)P(R+) with v < 1. Namely, we have the following lemma. 

Lemma 2.1. Let f(x) be from the space LVtP(R+) with v < 1. Then the following 
uniform estimate by r > 0 for the Kontorovich-Lebedev transform (2.1) holds 

l#.r[/] |<C|| / | |W R + ) , (2.2) 

where C is an absolute positive constant, 

C = (jH K&yW^-Hy)lh,q= p/(p - 1) (2.3) 

and Ko(x) is the Macdonald function of zero index. 

Proof. To establish this estimate one can appeal to inequality (1.147) and invok­
ing with the Holder inequality (1.21) we have 

|JU/]l</"*o(y)|/(y)|d» 

< (jH JTOI/*1-*-1^)1'* (jf myWf-'dy) 
0 

1h / /oo \ I/P 

= C | | / | | W R t ) . (2.4) 

Indeed, according to asymptotic formulae (1.96)-(1.97) the integral (2.3) is obviously 
convergent when v < 1. This completes the proof of Lemma 2.1. • 

Lemma 2.1 shows that the Kontorovich-Lebedev transform of LUjP-iunctions is at 
least continuous function on r G R+ in view of uniform convergence of the integral 
(2.1). Moreover, we can deduce its differential properties. Precisely, performing the 
differentiation by r of arbitrary order A; = 0, 1 , . . . under the integral sign in formula 
(1.98) by Lebesgue Theorem 1.2 we arrive to the following formula 

^KiT{x) = i j " e-x^^eiT"(iu)kdu (2.5) 
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and evidently 

\drk *.>(*) < /°Vxc 

Jo 

aukdu. (2.6) 

Lemma 2.2. Under conditions of Lemma 2.1 the K-L transform is an infinitely 
differentiable function on the nonnegative real axis and for any k = 0, 1 , . . . we have 
the uniform estimate of type 

£**W < Bfcll/lk.,^), (2.7) 

whe 

Bk = G - ' r ' / ' M l - i/)) r "*_, d« < +oo, * = 0, 1 , . . . . (2.8) 
Vo cosh ti 

Proof. As in the previous Lemma 2.1 making use the Holder inequality (1.21) 
for weighted spaces we obtain 

drk Kir\f\ ^ (^0°°l^^^^f^1"^"1^)1^!!/!!^.^^)- (2-9) 
Invoking with the generalized Minkowski inequality (1.10) and using estimate (2.6) 
we continue 

— 
'o drk 

Kir(y) y 
,(l-i>)q-l dy 

1/9 

- ruk (/°° e _ w c o s h u 2 / ( i " ^ " 1 ^ ) q du 

= q'-WW - i/)) f°° " du = Bk < +oo, v < 1. 
Jo cosh u 

(2.10) 

Lemma 2.2 is proved. • 

From the above properties for the K-L transform it follows that we can discuss 
its belonging to Zr(R+)-space for some 1 < r < oo investigating only its behavior at 
infinity. The answer can be obtained applying more precise estimate (1.100). 

Lemma 2.3. The operator of the K-L transform (2.1) is a bounded mapping from 
any space L„>P(R+), v < 1, p > 1 into the space X r(R+), where r > 1 and the pa­
rameters p, r have no dependence. 

Proof. Indeed, treating like Lemma 2.1 with using estimate (1.100) we establish 
the following inequality 

\KtT[f]\ < e~ST [°° K0(yccx6)\f(y)\dy 
Jo 
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< e~ST ( j H / ^ ( y c o s * ) ^ 1 - " ^ 1 ^ ) 1 7 * (/o°° |/(y)|py ," ,-1cfy)1/P 

= C , e - " | | / | | W R t ) , (2.11) 

where the constant C$ > 0 and it depends from 8 6 [0,7r/2). Thus from (2.11) 
it is obviously to see that the norm like (1.1) for the K-L transform (2.1) in space 
Z r(R+), r > 1 is finite putting in (2.11) any fixed number 8 £ (0,7r/2). Moreover, 
we established the fact that the K-L transform belongs to weighted space Z r(R+;p) , 
if the weighted function p(r) satisfies the condition 

(°° p(r)e-6TTdr < oo. (2.12) 
Jo 

So we led to the desired result. Lemma 2.3 is proved. • 

These lemmas show that the K-L transform (2.1) of an arbitrary Lu>p- function 
f(x) possesses as well as the smoothness and Z/r-properties and furthermore, it is 
evident fact that the range of the K-L transform (we denote it as KL(LVtP)), precisely 

KL(LV)P) = {g : g(r) = KtT[fl / € LV„(R+)}, v < 1, p > 1 (2.13) 

does not coincide with the space X r (R + ) . Indeed, we know that the K-L transform 
belongs to the weighted space X r (R + ;p) too with condition (2.12). But choosing 
different weights one can easily verify that there exists some function, which belongs 
to Z r(R+), but does not belong to the space Z r(R+;/o) and vice versa. Thus it is 
necessary to describe the range of the K-L transform (2.1). 

For this purpose we shall use the inverse operator formally following to expansion 
(1.230). It was introduced in slightly different form in Yakubovich and Luchko [2], 
Chapter 6. Namely, let us consider the operator of type 

V*9) (*) = -Ti=; /°° ^sinh((7r - e)r)KtT(x)g{r)dT, (2.14) 
7TZXX e JO 

where e £ (0,7r). 

Theorem 2.1.On functions g(r) = KiT[f] which are represented by the 
Kontorovich-Lebedev transform (2.1) with the density f(y) € 2 ^ ^ + ) , v < 1, 1 < 
p < oo, the operator (2.14) has the following form 

,T w x sine r°° KA(x2+ y2-2xyQose)ll2) r/ x , , 

where K\{z) is the Macdonald function (1.91) of the order 1. 

Proof. Substituting the value of g(r) as the K-L transform (2.1) in formula (2.14) 
and appealing to inequality (1.100) we have the estimate as 

\(h9){x)\ < -£—K0{xcos8l) f°° rsmh((ir - e)T)e-^^)Tdr 
TT^X1 e JO 

/ r w x sine /«> KA(x2-\-y2 -2xycose)1l2) r, XI (2.15 

\{Ieg)(x)\ < -T^-KoixcosSt) [°° rsmh{(ir - eWe-^+^dr 
TT^X1 e JQ 

KL(LV)P) = {g : g(r) = KtT[fl f € I„,P(R+)}, v < 1, p > 1 

r p(r)e-STTdr < oo. 

< e~ST ( j H ^ ( y c o s ^ ) ^ 1 - ^ - 1 ^ ) 1 ' ' ( j H l / foMV^dy) 1 7 ' 

= c,e-*'||/||WR+), 

2 Z00 

(7«flf) (x) = / r sinh((7r - €)r)KtT(x)g(r)dT, 
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too 
x / K0{ycos62)\f{y)\dy (2.16) 

JO 

provided that we choose Sx + 82 + e > IT. Obviously two integrals in (2.16) are 
convergent (the second one is provided by Lemma 2.3). Hence we can apply Fubini's 
Theorem 1.1 and interchange the order of integration in obtained iterated integral. 
As a result we use formula 2.16.51.8 from Prudnikov et al. [2], namely 

yoo 
/ r sinh((7r - e)T)KiT(x)KiT(y)dT 

Jo 

_ TTxysineK^x2 + y2 - 2xy cose)1/2) 
" 2 (x2 + 2/2-2x2/ cos e)!/2 t 2 , 1 7 ) 

which gives us representation (2.15). This completes the proof of Theorem 2.1. • 
The inversion formula of the K-L transform (2.1) at the space £,„#(&+) is estab­

lished by our next theorem. 

Theorem 2.2. Let g{r) = KiT[f), f(y) G W R + ) > 0 < */ < 1, 1 < p < oo. 
Then 

f(x) = (Ig)(x), (2.18) 

where (Ig) (x) is understood as 

(Ig) (x) = l . i .m.^0 + {Ie9) (*), x > 0 (2.19) 

and the limit in (2.19) is meant in terms of the norm in L„iP(R+) by formula (1.19). 
Moreover, the limit in (2.19) also exists almost everywhere on R+. 

Proof. Considering the integral (2.15) by replacement of variable y = x(cose + 
ts ine) , we arrive to the following equality 

1 [<*> R(x,t,e) 

where we denote by R(x1t1e) the function of type 

1 r°° R(x t e) 
(Ieg)(x) = - / V \ f{x(cose + tsm£))(cose + tsme)dt, (2.20) 

7T J-oo tz + 1 

R(, , t \ = i *£ + 1 sin e(t2 + l)1 / 2 if i(x sin e{t2 + 1)1/2), t > - cot e, (2 2l) 

"' , £ j \ o , t< - c o t e . ^ ' } 

From the asymptotic behavior (1.96)-(1.97) of the Macdonald function Ki(z) we 
obtain that for any t e R , x G R+, and e G (0,7r), R(x,t,e) < C uniformly as the 
function of three variables. In addition, we observe the limit equality 

lim R(x,t,e) = 1. e->o+ v ' 

Further, we use the approximation properties of the Poisson kernel (1.14) and Theo­
rem 1.4 to estimate the Z^p-norm 0 < i/ < 1, 1 < p < oo (1.19) of difference (I£g) - f 
applying the generalized Minkowski inequality (1.10). Namely, find that 

H( / e f lO- / | lwR+) < - y ^ ^ Y l l / C ^ c o s e + ^sineKcose 

mere we denote by / i(x,r ,e) the tunction ot typ< 
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+tsme)R(x,tie) - f(x)\\Lvip(R+)dt - 0, e -► 0 + . (2.22) 

Moreover, we have the estimate from (2.20) as 

HteflOllwR*) < T [^ 77T7ll/(*(COS£ + ' s i n e ) ) 
7T 7—cote o T 1 

x(cose + tsine)\\L^K+)dt 

< C | | / | | W R + ) i / _ " ^ » J p * = ^ i l l / l l w R , ) , 0 < i/ < 1, (2.23) 

where Ci is a positive absolute constant, because the integral by t is convergent 
under condition on parameter v. Thus from Lebesgue's Theorem 1.2 and the con­
tinuity of the Z^p-norm we proved the equality (2.19). The existence of the limit 
almost everywhere on R + follows from the radial property of the Poisson kernel 
(1.14) P(t) = P(\t\) G £i(R+) and Theorem 1.3, which can be formulated without 
difficulties also for Z^-spaces . Theorem 2.2 is proved. • 

Theorem 2.2 yields the inequality 

II (I.g) I k , ^ ) < CW (J9) liwRf )> (2-24) 
where 

g G KL(LVtP), 0 < i/ < 1, 1 < p < oo. 

It follows from Theorem 2.2 that Kir[f] = 0, f(y) G LUtP(R+), 0 < t/ < 1, 1 < p < oo, 
iff f(y) = 0 almost everywhere on R + . So, in the space KL(LUtP) one can introduce 
a norm by the equality 

IMI*i(W = I l / lk , , 9 = KiAf\. (2-25) 
As it is evident, the space KL(LV>P) is a Banach one with norm (2.25) and as an 
isometric to LVtP. 

The next theorem of this section gives the characterization of the space KL(LV>P) 
in terms of operators (2.14). 

Theorem 2.3. The necessary and sufficient conditions for g(r) G KL(LUiP),0 < 
v < 1, 1 < p < oo are 

< 7 ( r ) € Z r ( R + ) , l < r < o o , (2.26) 

l.i.m.e-o+ (I,g) G LUyP{R+). (2.27) 

Proof. The necessity in this theorem is a simple fact, being a corollary of Lemma 
2.3, of Theorem 2.2 and of inequality (2.24). The sufficiency part is more complicated. 

Let g(r) G Z r(R+) and assume that condition (2.27) is valid. We are to show that 
there exists a function / G LUtP, such that 

9 = KiT\f] (2.28) 
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(then g € KL(LUtP)). From condition (2.27) conclude that (Ieg) € LUtP for sufficiently 
small e G (0, IT) and one can calculate the following composition 

Kir[(I.9)]= r KiT{y) (I,g) (y)dy. Jo 
(2.29) 

Take functions g(r) being sufficiently good, e.g. smooth functions with compact 
support C™ on R + , the set of whose is dense in LT. Hence we have by substituting 
(2.14) into equality (2.29) the possibility to change the order of integration by the 
Fubini Theorem 1.1. Using the value of the integral 2.16.33.2 from Prudnikov et al. 
[2], namely 

j~y<-lK%T(y)Kxf){y)dy 

(2.30) 

we obtair 

Kir[(hg)] = 9,(r) = J J ^ r j H /?sinh((;r - c)f}) 

(2.31) 

In order to prove the validity of equality (2.31) for all g G L r (R + ) we may prove 
now the boundedness of the operator in the right-hand side of (2.31) and use after 
the Banach Theorem 1.5. But as it is not difficult to see from the asymptotic formula 
for gamma-function (1.33) the kernel of the integrand in (2.31) is equal to 

0(tW2-*)fi-*\T-fi\l2-*rl2^ ( / ? ) r ) G R + x R + ) 5 € (0, TT). (2.32) 

Hence we have the following estimate 

I KiT[(Itg)] |< Ce""/2 I" eW-'V-*W-TU2W)W 
Jo 

< Ce^-^2)T I" eW2-e-6)f3\g(p)\dfr (2.33) 
Jo 

where the value of some parameter 8 is taken from the interval (7r/2—e, ?r/2). So from 
estimate (2.33) with the aid of the Holder inequality, we establish the boundedness 
of the operator in the right-hand side of (2.31) in the space Z r(R+), 1 < r < oo. 

Now let us calculate the limit of the right-hand side of (2.31), when e —► 0+ 
in norm of the space Z r ( R + ) . We begin by representing the function g£{r) after 
substitution /? = r + et as follows 

vhere 
h(r,t,e) = H(r + et) 

2£-2e(r + et)(t2 + 1) sinh((7r - e)(r + et)) 

(2.34) 

»r(e) 

(~ y'-lKir(y)Kif){y)dy 
Jo 

.Ui+itifljtMf^ 'fl4il! r 114J , ,„ 

•M-liC'&T1*.'-')* 

-sK^n^r 

'""-TTT^'^ 
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x |r (ir + | ( i + it)) r (|(i - i<))|2 (2.35) 

and H(x) as usually is the Heaviside function. From the previous discussion, we 
conclude that the function h{r,t,e) is bounded uniformly for all parameters r > 
0, < G R , e £ (0,7r). Moreover, from the supplement formulae (1.29) for the gamma-
function the following limit relation takes place 

lirn h(r,i,e) = 1. (2.36) 

Hence we obtain the following estimate for norm of the function ge(r) in the space 
i r ( R + ) 

\\g.(r) - g(T)\\LT{R+) 
\ t°° l 

- x / - o o F + T l l ? ( r + £ < ) / l ( r '< '£ )"? ( r ) l , L r ( R t ) d < _ + 0 ' e - 0 + - (2-37) 
However, on the other side, appealing to estimate (2.11) we see that operator of the 
K-L transform (2.1) is abounded mapping in L^p-space, where 0 < z / < l , l < p < oo, 
because due to inequality (2.12) the weight p(r) = rvp~l satisfies this condition. Thus 
there exists the following limit in L„iP-norm 

U.m.e^0+Ktr[(Ieg)] = *TtT[l.i.m.e_o+ (Ieg)] = Kir[f\, (2.38) 

where / = Ig € LUtP. Since the operator KiT[(Ieg)] converges in the norm Lr too, 
then limit functions must coincide almost everywhere on R+. Thus, from equality 
(2.38) we obtain (2.28). Theorem 2.3 is completely proved. • 

By means of Theorem 2.3 we already described the range of the Kontorovich-
Lebedev transform (2.1) of the space XI/ jP(R+), when 0 < v < 1 and p > 1. However, 
as is known in the theory of integral transforms the very important case is p = 2, 
when the Lebesgue space LUtP becomes the Hilbert space with respect to the inner 
product of two in general complex-valued functions as 

<f,9)= rx^-1f(x)gj^)dx (2.39) 
JO 

and the norm ||/|[^2 = \ / ( / , / ) • For the K-L transform the most transparent case is 
v — 1 that is the limit case for the above theorems. Nevertheless, we can describe 
exactly the range KL{L\^) and be succeeded in proving of the Parseval equality like 
for instance (1.193) for the Fourier transform when p — q = 2 (it becomes equality 
for these values). 

2.2 Note on the K-L-summability of integrals 

(f,g)= rx^-1f(x)g(x)dx 
Jo 
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In the previous section we investigated the K-L transform at LUtP space and de­
scribed the range of this transform. We started from expansion (1.231) to define the 
K-L transform (2.1). As it was established earlier (see Lebedev [1], Yakubovich and 
Luchko [2]) the iterated integral (1.231) is meant in definite sense. Usually the inside 
integral by y is absolutely convergent and outside integral is understood in princi­
pal value sense as, for instance in the theory of Fourier integrals from Titchmarsh 
[1]. Nevertheless, one can find there the notion of the summability of integrals. In 
particular, for Fourier integrals we have several types of such summability, namely 
(Titchmarsh [1]) Fejer's Integral 

f(x) = lim - / 1 - - )du / f(t) cosiuix — t ))at 
A-KX> 7T JO \ XJ J-oo 

= l i m - / f{t) / 2 \ )}dt, (2.39)' 
A->oo 7T J-oo X(x —t)2 

Cauchy's Singular Integral 

f(x) = lim - f°° f(t)dt [°° e-eucos(u(x -t))du 
e-*+0 7T J—oo JO 

-^D®7r£zir*' (2-40) 
Weierstrass 's Singular Integral 

f(x) = lim - r f(t)dt r t~** cos(u(i - t))du 
e-*+0 7T J—oo Jo 

-.^^Lw^^rh (241) 
These formulae are valid under different conditions and in different spaces of func­
tions. By Theorem 1.3 we demonstrated also some general notion of the summability 
through the notion of the averaging. 

Thus we have the right to consider the introduced operator (2.14) and its repre­
sentation (2.15) by Theorem 2.1 as Kontorovich-Lebedev's Singular Integral, namely 
by meaning the limit in different senses we have the equality 

/ ( * ) = lim -?— f°° Tsmh((Tr -e)T)KiT(x) f ° K,T(y)f(y)dydr 
e->+0 TT2X1~e Jo JO 

= shu, j - K^ + y'-^zycos^) f > Q 

«-++o irx~e Jo (x2 + y2 - 2xycose)1l2 

= lim - r /(t)——?——(«, 
e-+0 7T J-oo £2 + (x - t)2 

f(x) = lim - / 1 - - )du / /(*) cosiuix — r at 
A-+00 7T J0 \ XJ J-oo 

1 foo 2sm2U(x-t)) 
= lim i / /(<) W

V2V
 NO

 ,}dt, 
A^oo wJ-ooJKJ X(X - t)2 

f(x) = lim - f°° f(t)dt [°° e-eucos(u(x -t))du 
e->+0 7T J—oo «/0 

/(x) = lim - I" f(t)dt r t~** cos(u(i - t))du 
e-*+0 7T J—oo JO 

=.fe^£^«"(-^)'"-

/(*) = lim ^ V r /"Titoh((»-e)i-)Jfi,(i) I" K,,(y)J(y)dydr 

.. sine [°° K^x2 + y2 - 2xycose)1'2) 
= km — - / " , o 0 —-Thr-y}{y)dy, x > o. 

«-++o 7rx- e 7o ( x 2 + ?/2 - 2XT/COS6:)1/2 

(2.42) 

(2.411 

(2.40) 

(2.39) 
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2.3 The space Llj2(R+). ParsevaPs relation. 
Plancherel's theorem 

In this section we consider the K-L transform (2.1) at the weighted Hilbert space 
Z1>2(R+). As we seek from the inversion Theorem 2.2 this case of the Lebesgue space 
is the limit case when v = 1 and integral (2.1) does not exist as absolutely convergent 
improper integral. For example, let us take the function f(x) = e~x/z, x > 0. Then 
as we can see from the definition of the norm Li>2(R+), by formula (1.19) the function 
e~x/x belongs to this space although the integral (2.1) is divergent in usual sense (see 
the asymptotic of the Macdonald function (1.97) at the neighborhood of the point 
x = 0). Nevertheless, we shall show that the Kontorovich-Lebedev transform (2.1) 
can be defined as follows 

KlT[f] = l.i.m.^00 fN KiT(y)f(y)dy, (2.43) 
Jl/N 

where f(y) € Zi>2(R+) and the limit in (2.43) is meant by some weighted Hilbert 
space too, which we shall define later. Obviously, if f(x) € Zi>2(R+), then f(x) € 
^ I , 2 ( [ 1 / ^ J N]) f° r a n v number N > 0. Moreover, we have the estimate 

[" y2"-l\f(y)\2dy < C f y\f(y)?dy = d l / H i , , ( [1 /„,w])> (2.44) 
Jl/N J\jN 

where C is an absolute positive constant and it gives that f(x) G LUt2([l/N, N]) 
for any 0 < v < 1. Therefore, according to Lemma 2.1 integral (2.43) is ab­
solutely convergent and the Kontorovich-Lebedev transform (2.1) of the function 
fN = f(x), x e [l/N, N], f(x) = 0, 0<x<l/N exists. 

As usually let us define the inner product of two complex-valued functions 
f(x),g(x) of the Hilbert space £i )2(R+) by formula 

</,<?>= [~ yf(y)g{y)dy. (2.45) 
Jo 

We shall prove that the range of the K-L transform (2.43) coincides with the weighted 
Hilbert space L2 (R+; ^- r sinh(7rr)J normed by 

I W I ^ I U ^ ™ . , . ^ ) ) = V ( r ^ inh ( 7 r r ) |Mr ) | 2 dr ) 1 / 2 (2.46) 

and the limit in (2.43) is understood by means of the convergence by norm (2.46). 
Considering the respective inner product (#,>[/], A;T[gr]) of the K-L images in the 
space (2.46) we have formally the chain of equalities 

(KtT[flKtT[g]) = ^ / ° 0 r s i nh (7 r r ) ^ T [ / ] ^~ [^ ( i r 
IT* JO 



The Kontorovich-Lebedev Transform 49 

2 f°° r°° 
= - / rsinh(7rr)tf>T[/]/ KiT(y)g(y)dydT 

7T* JO JO 

= r~9(y)dy^ lX rsmh(irT)KiT(y)KiT[f]dT 
JO IT' JO 

= ryf(y)'g(y)dy=(f,g), (2.47) 
Jo 

where we use the Kontorovich-Lebedev singular integral (2.42) passing to the limit 
under the sign of the integral or appealing to expansion (1.231). The corresponding 
conditions of the validity of equalities (2.47) are given for example, by the following 

Lemma 2.4. If g{x) G £i(R+; K0(xcos8)) and Kir[f] G £i(R+; rexp((7r -
6)r)), 8 G [0,7r/2), then the equality between inner products takes place, namely 

{K,T[f],K,T[g]) = (f,9)- (2.48) 

Remark 2 .1 . Equality (2.48) is called as usually the Parseval equality for the 
Kontorovich-Lebedev transform (2.1). 

Proof. The proof of this lemma can be easily obtained by Fubini's theorem under 
the above conditions, which provide the absolute convergence of the iterated integrals 
at the chain of equalities (2.47) and can be written invoking with inequality (1.100). 
This completes the proof of Lemma 2.4. • 

Remark 2.2. Letting / = g at the previous lemma we obtain that / G Z,lj2(R+) 
and h(r) — KiT[f] G L2 (R+; ^j-r sinh(7rr)J with equality for the corresponding norms 
as 

II/IU,,,(IM = I^IU(R+;-?rr8inh(„))- (2.49) 

Let us turn now to the space C^2^(R+) of the smooth functions of the order two 
with compact support on R + . As is known, for instance, in Titchmarsh [1] the space 
C ^ ( R + ) is dense everywhere in Z1>2(R+). 

Lemma 2.5. / / the function f(x) G C ^ ( R + ) and its support is compact one, then 
the Kontorovich-Lebedev transform (2.1) belongs to the space Xi(R+; ^/rexp(7rr/2)). 

Proof. It is clear that f(x) satisfies to the conditions of Lemma 2.1 and conse­
quently, KtT[f] is continuous function of variable r £ R + . The compact support of 
the function f(x) allows us to use Theorem 1.7 of asymptotic behavior of the Mac-
donald function K{T{x) by index r —► -foo. Indeed, making use formula (1.148) we 
obtain 

K,T[f] = '-^-O (f e"^yf{y)dy) 
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= "—7=^0 ([" e^fie'ydt) , r - +00. (2.50) 

Denoting by fi(t) = f(et)et conclude that fi(t) has the compact support too on R, if 
the function f(x) possesses by this property at the half axis R+ and fi(x) € C^2^(R). 
Hence we appeal to the known result from the Fourier transform theory (see, for 
example Knyazev [1]) of the smooth functions from the space C^2^(R) with compact 
support that gives the final estimate for the K-L transform as 

l ^ [ / ] l < c l ^ 2 - ' r > 0 > (2-51) 
where C > 0 is an absolute constant. Thus we obtain the proof of the Lemma 2.5. • 

Corollary 2.1. For functions f(x) from the space C^2^(R+) the Parseval equality 
(2.48) is true. 

Proof. Actually, in this case for a function f(x) the inversion Theorem 2.2 takes 
place and according to Lemma 2.5 and asymptotic formula (1.148) by index of the 
Macdonald function we perform to pass to the limit under the sign of integral in 
formula (2.14) due the Lebesgue theorem which gives us the representation of type 

xf(x) = \ T Tsinh(vT)Kir(x)KiT[f]dT, (2.52) 
7T* JO 

where the last integral is absolutely convergent. Hence at the chain of equalities (2.47) 
the changing of the order of integration is possible due to Fubini's theorem and we 
obtain the Parseval equality (2.48). Corollary 2.1 is proved. • 

Let now f(x) be an arbitrary function from the space //1)2(R+). Choose some 
sequence of functions from the space C^(R+) with the compact support that is 
convergent to the given function / by the norm of the space 2/ij2(R+). Let us denote 
through fn the common term of this sequence and through the symbol In the least 
segment which contains the support of the function fn. Since the operator of the K-L 
transform is linear one, then from the previous corollary we obtain the equality 

/ ~ x|/„(x) - fm{x)\2dx = 4 [°° Tsmh(*T)\KiT[fn] - KiT[fm]\2dr. (2.53) 
JO 7T* JO 

In fact, as the left-hand side of equality (2.53) tends to zero by m, n —> oo, there­
fore the sequence {#,r[/n]} 1S the Cauchy sequence. The completeness of the re­
spective Hilbert space L2 (R+; ^-rsinh(7rr)J means the existence of the function 
h(r) = KiT[f] € X2(R+;^rTsinh(7rr)) such that Kir[fn] -> h(r) by the norm of 
this space. Since 

KiT[fn] = / KiT(y)My)dy, (2.54) 
Jin 

then integrating the function Kit[fn] by segment [0, r] we obtain 

T Kit[fn]dt = I fn(y)dy f Kit(y)dt 
JO Jln JO 

hen integrating the function Kit[fn] by segment [0, r] we obtain 

frKit[fn]dt=f fn(y)dy fT Kit(y)dt 
Jo Ju Jo 

KiT[fn] = / KiT(y)My)dy, 

\KiT[f]\<Ce-^jr,r>o, 

= —j^O (/_ e'T7(e<)e'dtJ , r - +00. (2.50) 

(2.51) 

;2-52) 

/ ~ x|/„(x) - /m(x) |2dx = ^ [°° Tsmh(*T)\KiT[fn] - KiT[fm]\2dr. (2.53) 
JO 71"* JO 

(2.54) 

xf(x) = 4 /0°rsinh(7rr)/(' lV(x)^T[/](ir, 
71"* JO 
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= r K(T,y)fn(y)dy, (2.55) 
Jo 

where 
K(T,y)= [T Kit(y)dt. (2.56) 

Jo 

Let us consider the left-hand side of equality (2.55). As Kit[fn] belongs to 
L 2 (R + ; £ t s inh (7 r t ) ) , consequently Ktt[fn] G £2([0;r]). Since Kit[fn] -► Ktt[f] by 
the norm of the space L2 (R+; -jpt sinh(Trt)) and 

[ \K,t[fn) - Ktt[ffdt < C\\K,t[fn] - * , < [ / ] | l i , ( R f ; ^ s i n h ( w ) ) ) (2.57) 

then Kit[fn] —► Kit[f] by the norm L2([0;r]). Hence by the Cauchy-Schwarz-
Bunyakovskii inequality that is a particular case of the Holder inequality (1.21) for 
the Hilbert spaces we have 

|/oV.«[/n] " Kit[f])dt\ < [ \Kit[fn) - Ktt[f]\dt 

< V?\\Kit[fn] ~ Kit[f]\\l,(lO;r]). (2.58) 
Therefore, 

lim f Kit[fn]dt = f Kit[f]dt. (2.59) 
n-+oo j Q j Q 

Similarly we establish the limit at the right-hand side of (2.55). Indeed, the function 
fn(x) € X1>2(R-+) and invoking with inequality (1.21) we obtain the estimate 

1°° \K(r, y)fn(y)\dy < {j~ ^^'dyj ||/,.||Llil(Rf). (2.60) 

Thus the problem arises to show that for each r > 0 the function K(T, y) G Zo,2(R+)-
In fact, as is obvious from (2.56) and the simple inequality 

\K(r,y)\<TK0(y) (2.61) 

the function K(r,y) belongs to the space Z0,2([a,oo)), where a > 0 is some fixed 
number. To prove that K(r, y) € £o,2((0, a]) w e use integral (1.106). Indeed, invoking 
with the mean value theorem and substituting (1.106) into (2.56) we obtain 

K(T, V) = Cr jT sinh ( y ) Klt(y)dt 

= Cr I dt sin(y sinh u) sin(*u)<iu, (2.62) 
Jo Jo 

where CT is some constant, which depends from r and arises by the mean value 
theorem. The Abel's test of uniform convergence of the integrals enables us to perform 
the integration by t and it gives the representation 

^ f°° . / • , x 1 — cos(rit) . 
K(r,y) — Cr\ sin(2/smhii) du 

Jo u 

Let us consider the left-hand side of equality (2.55). As Kit[fn] belongs to 

(2.56) 

(2.55) = r K(r,y)fn{y)dy, Jo 

K(r,y) = T Kit(y)dt. Jo 

[ \Klt[fn] - K,t[ffdt < C\\Kit[fn] - Ku\f\\\liRttirtAmhlH)), (2-57) 

\f(Ktt[fn] ~ Kit[f))dt\ < [T \Ktt[fn] - Kit[f]\dt 

< Sr\\Kit[fn] - K,t[f]\W[o-,r]). 

lim / Kit[fn]dt = / Kit[f]dt. 

f \K(r,y)fn(y)\dy < ( j T ^ ^ d y ) ||/n|Uli2(R+). 

\K(r,y)\<TK0(y) 

^ f°° . / • , x 1 — cos(ru) . 
K(r,y) — Cr\ sin(2/smhii) du 

Jo u 

Since 
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roo 1 - COS ( V l o g (v + (v2 + l)112)) 

= C*L sin(^ io g (A(^)W V (263) 
where we let the replacement v = sinhw. Hence decomposing the integral (2.63) as 
two by v G (0, y] and v G [y, oo) we estimate each one, namely 

ry m l - c o s ( r l o g ( V + ( t ; 2 + l ) 1 / 2 ) ) j 
/ smiyv) , —r-^—, dv 

Jo log (v + (v2 + l)1/2) v / ^ 2 + T 

Cy T 
Jo 

dv = 0(y), 0 < y < a, 
log (t; + (u2 + l)1/2) v V T T 

roo 1 - cos (r log (t; + {v2 + l)1'2)) 
/ sin(yt;)- - - "-

Jy 

(2.64) 

dv 
log (« + (v2 + i)J/2) v V T T 

=°(i^r^)=o(i4)'o<2/<a<i- (265) 
Note here, that we treated integral (2.65) by using the second mean value theorem. 
Thus we can choose 0 < a < 1 and conclude that K(T, y) G X0>2((0, a]) from the above 
estimates. So finally K(r,y) G Z0)2(R-+). From the relation fn —► / by the norm of 
Zi j2(R+) and the Cauchy-Schwarz-Bunyakovskii inequality we have that 

Jim j H K(T, y)fn(y)dy = j T K(T, y)f(y)dy, (2.66) 

and after passage to the limit in the equality (2.55) it gives us 

f Kit[f]dt = r K(T, y)f(y)dy. (2.67) 
Jo Jo 

Since Ktt[f] G L2 (R+; ^s inh(Trt ) ) , then #*[ / ] G Z2((0, TV]) and therefore #*[ / ] G 
Zi((0,7V]). Consequently, one can differentiate through in equality (2.67) by the 
upper limit. As is known, the respective derivative equals almost everywhere on R+ 
the integrand. So finally for almost all r > 0 we obtain the formula 

K>r[f] = -^jo°°K(T,y)f(y)dy. (2.68) 

Return now to the Parseval equality (2.49), which we spread for all functions 
f(x) G Zi,2(R+) and the corresponding Kontorovich-Lebedev transforms KiT[f] G 
L2 (R-+; ^-rsinh(7rr)J. This fact provided by continuity of norms from the relation 
(see (2.53)) 

,a(R+) ~ | |^tr[/n]| | i2(R+ .J^ r8 inh(wr)). (2.69) 

Hence let us take in (2.48) g(y) = 1, 0 < y < x, g(y) = 0, y > x. We arrive to the 
following formula 

f' yf(y)dy = 4 f" ™nh(7rr) f KtT(u)duKtT[f]dr. (2.70) 
JO 71"" Jo JO 
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Meanwhile, we apply formula 1.12.1.2 from Prudnikov et al. [2], which gives the 
calculation of the inner integral by it at the right-hand side of (2.70), namely 

/ X KiT(u)du = toi, 
Jo 

xi-ir2irY(iT) fi-iT 3 _ ; T 
1-T21 — ~ — ; l — IT-

1 — XT 4)] (2.71) 

through the hypergeometric function \F2{a\ 6,c; z) (see definition (1.45)). Thus carry 
out the differentiation and for almost all x > 0 we obtain the dual formula for the 
inverse Kontorovich-Lebedev transform as 

xRfc 

I a f°° 
xf[x) = T>Txh rsinh(7rr) 

^ - - 2 t V r ( i r ) (l-ir . 3-IT x2\] 
(2.72) 

1 — ir 
Prove now that formula (2.43) takes place, precisely we establish that the K-L trans­
form K{r[f] is the limit in mean square by the norm of space L2 (R+; ^-r sinh(7rr)J 
of the integral 

[N KiT(y)f(y)dy, 
Jl/N 

where f(x) is an arbitrary function from the space Li )2(R+). For this in the equality 

d f°° 
Kir[fN] = d^Jo K^y)Mv)dy 

= -ff K(r,y)f(y)dy 
ar Ji/N 

(2.73) 

perform the differentiation under the sign of integral due to uniform convergence of 
the differentiated integral. This leads us to the formula 

KiT[fN]= rKiT(y)f(y)dy. 
Jl/N 

(2.74) 

If now KiT[f] defined by formula (2.68), then the Parseval equality (2.49) provides 
the relation 

\\Kir[f] ~ ^>[/N]| | i2(R + ;^T 8 i l l h ( 7 r T )) = | | / - /N | |L 1 | 2 (R+) 

= / , y\f(y)\2dy^o, TV-OO, (2.75) 
Jy£[l/N,N] 

which means that if «>[/#] —► KiAf] by norm of the space L2 (R+; ^ - T sinh(7TT)J. 
Similarly we prove the convergence in mean of the sequence {/JV} to / by the norm 
of Li)2, if 

fN(x) = ^r\N r smh(irr)KiT(x)KiT[f]dT. (2.76) 
ir2x Jo 

Thus we summarize our results in this section by the following Plancherel theorem. 
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Theorem 2.4. The operator of the Kontorovich-Lebedev transform given by for­
mula (2.68) maps the space Zif2(R+) onto the space L2 (R+; ^-rsinh(7rr)J and the 
inverse operator described by relation (2.72). These operators are the limits in mean 
by the respective norm of Hilbert weighted spaces of integrals (2.74), (2.76). 

2.4 Composition representations of the K-L 
transform. A convolution Hilbert space 

As we see the K-L transform (2.1) is quite different from the convolution type 
integral transforms as in view of the fact that its kernel is essentially a function of 
two variables. But nevertheless, we can derive a connection between K-L transform 
and on the other hand the Fourier, Laplace and Mellin transforms. Namely, from 
integral representation (1.98) substituting it into integral (2.1) for arbitrary function 
f(x) € XI / jP(R+), v < l ,p > 1 we obtain the estimate with the aid of the Holder 
inequality (1.21) as (see also (2.4)) 

\K,r[f]\ < | jT ' \ f (y) \dy f^e-yc°'hudu 

= [°° K0(y)\f(y)\dy 
Jo 

< (jH tfjoos*1-*-1^)1'* (j[°° I /MIV- 1^) 1 ' ' 

= C | m | W R + ) . (2.77) 

Hence the Fubini's theorem allows us to interchange the order of integration in the 
last iterated integral. As a result we arrive to the following composition 

Kir[f]=^[F[Lf](coshu)](T) (2.78) 

in terms of the Fourier transform (1.191) and the Laplace transform (1.215) being 
calculated at the point x = cosh it. All integrals in (2.78) are absolutely convergent. 
Also we assume in this case that r € R which is possible in view of the evenness 
of the Macdonald function by its index. Moreover, with the generalized Minkowski 
inequality (1.10) one can easily conclude the belonging of [L/](coshti) to the space 
Xq(R), q > 1, precisely 

J / o «"* /(»)*!du) 
< f \f(y)\dy ( j T e - w - ^ A i ) 1 7 ' = 2]/« Jo°° Kl%y)\f(y)\dy. (2.79) 

/ too I foo \P \ 1h 
||[i/](cosh«)|Uf(R)= / / e-"^"f(y)dy\ du) 

< (jf" K(y)y(^"-ldy) * QH |/(»)|V-1^) ' 
= C||/IUv,p(R+)-

i^ri/ii < \i°°\f(y)\dyfZe~SC0,l"ldu 

= r K0(y)\f(y)\dy 
Jo 

= / K0(y)\f(y)\dy 
Jo 

= C,||/IU„,,(R+). 

< j T |/(y)|dy ( /_^"w c° 8 h t t^) 1 / 9 = *iq J~ Kl'q{qy)\f(v)\dy. (2.79) 
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The Holder inequality (1.21) gives us to continue the estimate (2.79) as 

J~ Kllq{qy)\f{y)\dy < Qf°° K0{qy)y^^dy) ' ||/||Lv| 
P(R+)» (2.80) 

where p = q/(q - 1). But according to formula 2.16.2.2 from Prudnikov et al. [2] we 
can calculate the integral at the right-hand side of inequality (2.80) to obtain finally 
the estimate 

| | [L/](a ,sh«) | |L f ( R ) < 2 F — y - 1 H ( ^ ^ ) | | / l k P ( R + ) . (2.81) 

This inequality can be used to estimate the Zp-norm of the K-L transform by Theorem 
1.14 when p > 2. Namely, from (1.193) we find that 

V? \K*M\ < 
LP(K) 

^^\\[Lf](coshu)\\lq{R) 

2(l-u)q-lq{u-l)q 
( ( L ^ ) | | / I I L 1 P ( R + ) , 9 = P / ( P - 1 ) . (2.82) 

The composition equaHty (2.78) is needed for further investigations of the mapping 
properties of the Kontorovich-Lebedev transform (2.1). However, we shall demon­
strate now another composition representation of the Kontorovich-Lebedev transform 
involving the Mellin transform (1.203) as well as the Laplace transform (1.215) which 
is to be calculated at different from (2.78) point. This enable us to introduce the 
Kontorovich-Lebedev transform of an arbitrary complex index. 

Actually, turning to the integral (1.238) write it in slightly different, but symmetric 
form, changing variable u = ^ and letting there an arbitrary complex index s instead 
of pure imaginary number ir. As result we find that 

1 r°° 
Ks(x) = - / e-xh^us-xdu, x > 0, (2.83) 

2 Jo 

where h(u) = |(w + u_1). Hence immediately define the Kontorovich-Lebedev trans­
form of an arbitrary complex index s = fi + ir as follows 

K.\f\= r' Ks{y)f{y)dy. (2.84) 
./o 

Appealing to the asymptotic behavior of the Macdonald function (1.97) and integral 
(2.83) deduce the inequality 

\K8(x)\ < K*.(x), x>0. (2.85) 

This estimate allows us to formulate the important result concerning analytic proper­
ties of the K-L transform (2.84) as a complex-valued function of variable s, mapping 
the Lebesgue space L„)P(R+) into the space of analytic functions at definite vertical 
strip. Thus our discussions at the beginning of the present chapter, concerning dif­
ferential properties of the Kontorovich-Lebedev integral (2.1) at the real positive half 
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axis should be naturally extended to the complex case. 

Theorem 2.5. Under conditions of Lemma 2.1 the Kontorovich-Lebedev trans­
form Ks[f] is analytic function at the open vertical strip |3fts| < 1 — v. 

Proof. Indeed, appealing to Lemma 2.1 and invoking with inequality (2.85) we 
obtain the uniform estimate like (2.4) with respect to an imaginary part of the variable 
s, namely i^[/]i<r*«.(v)i/(v)i<*v 

JO 

< QT KUy)/1-"*-^)1'" (jT |/(y)IV,-1A/)1/P 

= C | | / | | W R + ) , (2.86) 

where the integral 

C = (j~ KUy)yil-v)q-ldy)1''' < oo (2.87) 

under condition |3fts| < 1 — v which provides the uniform convergence of the 
Kontorovich-Lebedev integral (2.84) and consequently, its analyticity at this strip. 
Theorem 2.5 is proved. • 

Corollary 2.2. The Kontorovich-Lebedev transform (2.84) of an arbitrary com­
plex index s of the function f(x) G L p ^ R * ) , p > 1, v < 1 can be represented at the 
strip |3£s| < 1 — v by the formula 

K-\f] = ^([Lf\(\(t + \));s), (2.88) 

involving the Laplace transform (1.215) at the point h(t) = ^(t + t"*1) and the Mellin 
transform (1.203). 

Proof. From estimate (2.86) using integral (2.83) we immediately arrive to com­
position (2.88) by Fubini's theorem. • 

To inverse the Kontorovich-Lebedev transform (2.84) of an arbitrary index we 
have to choose the respective space of functions, which describes its range. Following 
to Ditkin [l]-[2] we shall construct the so-called convolution Hilbert spaces of functions 
and apply theirs to integral representations, in particular, to the K-L transform (2.84). 

Let h(u) and q(u) be positive functions on R + such that the integral 

l°° e"xh{u)q{u)du = u(x) (2.89) 
JO 

converges for all x > 0 and defines some weight function. Let us assume for arbitrary 
function h(u) mentioned above that if 

f00 e-xhMf{x)dx = 0 (2.90) 
Jo 
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for any number u > 0, then f(x) = 0 almost everywhere on R+. 
Denote by So the set of all absolutely integrable functions f(x) defined on the 

domain R + such that f(x) is compactly supported in this domain. If f(x) G S0 and 
g(x) G S0, then as is known their Laplace convolution 

( /* §)(x) = f fix - y)g(y)dy (2.91) 
Jo 

belongs also to the space 5 0 . Therefore, the integral 

r(f*g)(x)u>(x)dx = (f,g) (2.92) 
Jo 

exists. Hence on the linear set S0 we can define operator of the Laplace transform 
(1.215) [Lhf](u) = [Lf]{h(u))J G S0. Setting by <p(u) = [Lhf](u) and by ^(u) = 
[Lhg](u) due to the known factorization property of the Laplace convolution (2.91) 
(see, for example Titchmarsh [1]) we obtain the following equality 

<p(u)W) = / " ( / * 9)(x)e-xh^dx = [Lh(f * t)](u). (2.93) 
Jo 

Condition (2.89) and Fubini's theorem give us the convergence of the integral 
roo 
/ (p(u)ip(u)q(u)du 
Jo 

and the equality 
roo roo 

jfo <p{u)tl>{u)q(u)du = JQ {f*g)(x)u>(z)dx = (f,g). (2.94) 

It follows from (2.94) and condition (2.90) that (2.92) has all properties of an inner 
product. The set So becomes a pre-Hilbert space with this inner product. Its com­
pletion is called a convolution Hilbert space and is denoted by S(q). Thus, an inner 
product (/, g) and a norm 

\\f\\s = y/{fj) 
are defined for any elements / , g G S0. If / , g G S0, then as is obvious 

(f,9) = I (f*g)(x)w(x)dx Jo 

= f°° r fWOUfiui* + y)dxdy. (2.95) 
Jo Jo 

The last equality implies that if f(x) satisfies the condition 
roo roo 

/ / \f(x)f(y)\u>(x + y)dxdy < oo, (2.96) 
Jo Jo 

then / G S(q). Further, if f(x) and g(x) satisfy (2.96), then the Cauchy-Schwarz-
Bunyakovskii inequality gives us a convergence of the integral 

[" r \f(*)e(y)M* + y)dxdv (2-97) 
Jo Jo 
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and the equality 
(f,g)= r(f*g)(xHx)dx. (2.98) 

JO 

Let us consider now the weighted Hilbert space Z2(R+; Q(U)) formed by the functions 
<p(u), u € R+ such that 

roo 
/ \<p(u)\2q(u)du < oo. 

70 
The inner product here is 

too 
(<p,ip)= / (p(u)rp(u)q(u)du 

Jo 

and the norm is 
IMI = \[WM- (2-99) 

As we have shown (see (2.94)), the operator [Lhf] maps the set S0 into the space 
£2(R+; <l{u))> and for all / € So 

\\[Lhf]\? = f°° \<p(u)fq(u)du 
Jo 

= / " ( / * 7)(*M*)«k = ll/lli- (2.100) 
Jo 

The extension of [Lhf] by continuity to the whole space S(q) is denoted by [Lq
hf]. 

Thus, [Lq
hf] is defined for all / 6 S(q)y its range L\S belongs to i/2(R+;g(w)), and 

for all / € S(q) 
11/11* = IPZ/lll, (2-101) 

and [Lq
hf] = 0 if and only if / = 0. Consequently, the inverse operator exists and is 

bounded. 
Let us return now to the Kontorovich-Lebedev transform (2.84) with the Macdon-

ald function (2.83) and h(u) = |(w + u~x). As far as the Corollary 2.2 is concerned, 
from composition (2.88) we obtain that for <p = [L\f] is obviously <p(u) = <p(l/u) for 
any u > 0. Consequently, the range L\S does not coincide with L2(H+')q(u)). The 
set of functions satisfying <p(u) = <p(l/u) is a subspace of i/2(R+;g(w)). We prove 
that this subspace coincides with L\S. Indeed, otherwise there would exist a nonzero 
function (po(u) such that <po(u) = (p0(l/u) for any u > 0 and <p0 is orthogonal to 
L\S. But this cannot be, because (<p0l [L^f]) = 0 for any / G S(q) implies that in 
particular 

r <Po{u)e-a^u)q{u)du = 0 (2.102) 
Jo 

for all a > 0 if we establish that the function e~ah^ is an element of the space L\S. 
If it is true then from the properties of the Laplace transform (1.215) we lead to 
conclusion that <po(u) = 0 for 1 < u < oo, and hence for all u > 0 according to 
analytic properties of the Laplace transform (1.215). 

Concerning the fact that e~ah^ € L\S for any a > 0 let us observe first that 
from (2.89) it follows the conclusion e~o/l(tt) G L2(R+\q(u)). Let now fn(x) = 0 for 
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0 < x < a o r x > a + l / n and fn = n for a < x < a + l /n , n = 1,2,.. . . Then it is 
not difficult to calculate the corresponding image of the Laplace transform, namely 

<Pn(u) = M / J ) = e-ah(u)n ^ , (2-103) 

which implies that 
n l im | | e -« h (» ) -^ n (« ) | | = 0. (2.104) 

Consequently, e~ah^ G Lq
hS. Therefore, there exists in S(q) an element, namely 

delta-function 6(x,a) such that [Lq
hS](u) = e~ah^\ 

Thus we proved that the set of Laplace transforms (p(u) = [Lq
hf]{u) = (p(l/u) 

coincides with the range L\S. Since h(u) = \{u -f u"1) > 1 for any u > 0, we have 
naturally that 

|M«)/M«)|| < IMI 
for any function <p(u) G L2(Tl+]q(u)). If <p G £j[S, then (p(u)/h(u) G 2^5. Further­
more, if / € S(q) is a regular function, then integration by parts it is not difficult to 
motivate the fact that 

\ll f f(y)dy] (u) = I" e - f ^ - V x f f(y)dy = - M f L . (2.105) 
l Jo J Jo Jo u + w A 

Choose now concrete weight function ^(w) = u2°"-1, cr € R and we obtain the Hilbert 
space 2^2 (R+). So if some function <p(u) G 2/^2 (R+)> then according to Theorem 1.15 
its Mellin's transform (1.203) <p*(s) exists and belongs to the space L2(cr — ioo, a -Moo) 
and 

(pi^u'^du. (2.106) 

Inversely we have formula like (1.204) 

2 r<r+»oo 
<p(z) = —rl.i.m.^-.oo / <p*(s)x-°ds. (2.107) 

27T2 Jo—too 

Calculating integral (2.89) for our case of functions h(u) and q(u) use formula (2.83) 
and immediately obtain UJ(X) = 22f2<x(z), x > 0. Hence turn to the equality (see 
(2.96)) 

2(°° r\f(x)f(y)\K2a(x + y)dxdy 
Jo Jo 

= J~ u^du^™ e-y^\f(y)\dyy, (2.108) 

provided that f(x) G LVtP, p > \,v < 1, which is obtained by Fubini's theorem. In­
deed, invoking with generalized Minkowski's inequality (1.10) and Holder's inequality 
(1.21) we have the estimate 

( j T ,?-Hu (j* e-y"^\f(y)\dy)' 
1/2 

<p*(s) = l.i.m.jv^oo / (p(u)us 1du. 
Jl/N 

\L\ f' f(y)dy\ (u) = / " c-fC+--)& f f(y)dy = -MfL 
l Jo J Jo Jo u + u x 

nlim||e-«h(»)-^n(«)|| = 0 

9n(n) = [Llfn]) = e-^Wn ^ " ^, 

IMu)/M«)|| < IMI 

2 r<r+too 
<p(x) = —rl.i.m.^^oo / <p*(s)x~5ds. 

Z7T2 Jo—too 

2 T T \f{x)f(y)\K2a{x + y)dxdy 
Jo Jo 

= J" u^du^" e-yhM\f(y)\dy)2, 



60 Index Transforms 

< f \f(y)\dy (/o~ u2-h-*h^du) = >/5 jH Kll\2y)\f{y)\dy 

< v^l l / lkr { £ Kt(2y)y^-^-1dy)U'' < « > , ? = p/(p - 1) (2.109) 

under conditions f(x) £ LUyP) p> 1,1/ < 1, |a | < 1 — v. Hence we find from inequality 
(2.96) that this function / (x ) is an element of the respective convolution Hilbert space 
S(q) (2.98) with the inner product as 

</, g) = 2 / " ( / * g){x)K2<r{x)dx, H < 1 - i/. 
Jo 

(2.110) 

Corollary 2.2, precisely equality (2.88) enables us to put <p*(s) = 2Ka[f]. Moreover, 
since for the Kontorovich-Lebedev transform the inside Laplace transform in compo­
sition (2.88) satisfies the condition <p(u) = <p(l/u) for any u > 0 from equality (2.107) 
we obtain the related one as 

1 r*+iN 
VK*) = 7r-rl.i.m.tf-oo / (p*(s)x°ds, (2.111) 

Z7T2 Ja-iN 
where the integral (2.111) converges in Z-<r>2(R+). This implies the following equality 

¥>(s) 
h(x) = —-l.i.m.^-00 / (p (s) ds. 

2iri Ja-iN 2h(x) 
(2.112) 

Meanwhile, the function (x 3 + xs)/h(x) belongs to the range of convolution Hilbert 
space S(q) by means of the Laplace transform <p(x) = \Lq

hf](x) with h(u) = |(w + 
w - i ) , g(ti) = u2°-l if 

lu- ' + u3 

f 
Jo 

u -f w -1 du < oo. (2.113) 

From the inequality 

f ° h 5 + ^ l u^du < r l ^ ^ f ) udu < oo, M < 1/2 (2.114) 
7o | u + w"1 I Jo \ u2 + 1 / 

the desired result has been satisfied. Considering equality (2.105), we achieve that 
the function 

/ f(y)dy e I„- i ,P(R+), 
Jo 

if f(x) G XI/jl>(R+), */ < 1. Actually it follows from estimate 

I x ( - > - V , | / o f(y)dy\ ) = (/o , - ^ x | / o f(Xy)dy\ j 

< II/II,,P /V"<fy < cx>, "<1-

1/p 

(2.115) 

Thus if we choose \<J\ < min( l /2 ,1 — v) from inequalities (2.109), (2.115) we ob­
tain that functions f(x) and JJf f(y)dy are elements of the convolution Hilbert space 
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(2.110). The respective Laplace transforms <p(x) and (p(x)/h(x) belong to the range 
L\S. 

Making use integral 2.16.6.1 from Prudnikov et al. [2] it is not difficult to show 
that for any complex 5 = a + ir with \a\ < min(l /2,1 — v) the following formula is 
true 

i + r 1 io \ 7T Ju t V 2 )) 

\ ra /ssin(7rs) f°° KAt) , / r a \ \ l , x , 

= \n [—Hi -T^MT)) ] (X)- (2116) 
On the other hand, substituting it in (2.112) and invoking with relation (2.105) we 
find the following equality 

[Lip(y)dy\{X)=±:u.m.N^ /;;;,>•(,) 

X r ( ~ ^ / « - f i * + c o . ( T ) ) j ( . ) « f a . (2.117) 

However, according to Theorem 2.5 the K-L transform (2.84) Ks[f] = cp*(s)/2 is an 
analytic function at the strip \a\ < 1 — v and therefore one can interchange the order 
of integration at the right-hand side of equality (2.117 ) which gives 

k [f(y)dy\ (x) = k-Ui.m.^,0 r^Uf] 
I JO J [ 1T*% Ja-iN 

x (ssin(7rs) j°° —^ft + c o s f ^ ) ) ds\ (x). (2.118) 

Since the linear operator [L\f\ is bounded on the convolution space S(q) due to the 
norm equality (2.101) we can omit it and deduce that 

tx 1 f<r+xN 
I liy)dy = —l-i-m^^co / K.[f\ 

J0 7T I Ja-iN 

x fssin(7rs) r —^cft + c o s ( ^ M ds, x > 0, (2.119) 

where the convergence of the integral in (2.119) means by norm (2.100) defined by the 
inner product (2.110). Obviously, if f(x) € LVtP C S(q) under conditions p > 1, v < 1 
then f(x) £ £i([0, x]) and one can differentiate the left-hand side of equality (2.119) 
almost everywhere. Meanwhile, for the Macdonald function (2.83) by the interchange 
u = ev we arrive to the respective integral representation (1.99) as 

K.(x) = I ft6+0° e-xco*hv+avdv, x > 0, 8 € [0, TT/2). (2.120) 
L Jib—oo 

Hence we immediately obtain the uniform estimate like (1.100), precisely 

\Ka(x)\<e-s^Kff(xcos8), 5 = (7 + i r , r € R . (2.121) 

4^/ :^M?) )1<*> 

[« f /<»>*] (•) = ^ i . m . „ . . £ ^ „•(,) 
L 0 /ssin(7rs) r00 A^ft) , / T T S \ \ 1 , x , 

I JO J [ 1T*% Ja-iN 

x Issin(irs) dt + cos I — J I cfc (x). 

tx 1 f<r+xN 
I f(v)dy = — U . m . ^ / K,[f] 

J0 7T I Ja-iN 

( • / x f°° KAt) , / ™ \ \ . 
x I s sin(7rs) / at + cos I — 1 1 ds, z > 0, 

#, (*) = i ft6+0° e-xco*hv+avdv, x > 0, 8 € [0, TT/2). 
2 JiS—oo 

\KAx)\ < e-^KJx cos «), 5 = a + ir, r € R. 
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Thus if Kr+irlf] € I i ( R ; TeT^~6)), 6 e [0, TT/2), then owing to estimate 

f°° U , + t T [ / ] ( a + tr) sin(7r(a + tr)) f°° K**r® dtdr 
J—oo Jx t 

<C r \K.+ir\f\\ TeT(*-()dr [°° ZAlt < oo, x > 0, (2.122) 

where C is a positive constant we conclude that the integral in the right-hand side of 
equality (2.119) is absolutely convergent and moreover, we perform the differentiation 
under its sign. So we lead to the inversion formula for the Kontorovich-Lebedev 
transform (2.84) in the form 

/ (* ) = - / s«n(*a)-±J-K.\f\da, (2.123) 
7T6 Jo—too X 

which is valid for almost all x € R+ and is natural generalization of the inversion 
formula for the K-L transform for o — 0. Thus we established the following final 
theorem. 

Theorem 2.6. Let f(x) be from the space LUtP(TL+) provided that p > \,v < 1. 
Then the Kontorovich-Lebedev transform (2.84) ^ [ / J , s = o~ + ir exists and belongs 
to the space L2(o~ — ioo, c + ioo), \a\ < min(l/2,1 — v). Moreover, almost for all 
x G R+ inversion formula (2.119) is true, where the convergence of the integral is 
meant by the norm generated by the convolution Hilbert space (2.110). / / besides 
Kc+irlf] € Z1(R;reT^7r~^), S G [0,7r/2), then almost everywhere on R + the repre­
sentation (2.123) holds. 

2.5 Representations through the Mellin trans­
form. Watson's type lemma 

In this section we give another representation of the Kontorovich-Lebedev trans­
form (2.1) generated by the Mellin-Parseval equality (1.214). Such approach enables 
us to investigate the composition structure of the K-L transform and gives a method 
of the various other constructions of index transforms and their inversions. These 
questions were already considered recently by the author in Vu Kim Tuan et al. [1], 
Yakubovich [1], [3]-[4], Samko et al. [1], Yakubovich and Luchko [2] for the so-called 
Kontorovich-Lebedev type index transforms in special functional spaces that account 
asymptotic behavior of the gamma-functions at infinity. Here we attract our atten­
tion to Zp-theory of these mentioned transforms and first describe the corresponding 
properties for the K-L transform (2.1). 

Let us consider the Mellin-Barnes integral (1.59) for Meijer's G-function related 
to the Macdonald function KiT(2y/y)) y > 0, namely formula (1.113). Hence after 
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changing the variable 2y/y = x this easily yields to the following relation 

*-<*> = h CZ2>_lr ̂ r)r ^r) *-'ds> * > °- ( 2 1 2 4) 
where the variable s lies along the vertical contour s = v + it with v > 0, t € R. The 
reciprocal Mellin formula (1.203) in this case becomes as 

J~ KiMv-^y = 2-2r (i±*I) r ( ^ ) , ft* > o, (2.125) 

(see formula 2.16.2.2 from Prudnikov et al. [2]). Further, all series of poles of the 
gamma-functions in (2.124) are separated by this contour, and Stirling's formula 
(1.32) gives their asymptotic behavior at infinity for each index r > 0 as 

K ir ! : ) r ( 1T 1 )h 0 ( e - f W i*r 1 ) - (2126) 
Therefore we easily conclude that integral (2.124) is absolutely convergent and more­
over its integrand belongs to any space Lv(y — ioo, v + ioo), p > 1. Turning now to 
Theorem 1.17 that allows us to write for the K-L transform (2.1) the Parseval equality 
(1.214), considering the Kontorovich-Lebedev transform for each fixed index r as the 
Mellin convolution type integral transform (1.220) at the point x = 1. Precisely, if 
f(x) € ZI/>P(R+) for 1 < p < 2, then invoking with relation (2.124) we obtain the 
formula 

**] - j i i£r™( 1 T ± i ) r ( 1 ^)™*' '<■■ (2127) 

where f*(s) = f*{y 4- it) is the Mellin transform of the function f(x) and it is from 
the space Xq(R), q = p/(p — 1) according to Theorem 1.15. Thus we established the 
following result. 

Theorem 2.7. Let f(x) be from the space f(x) € Z I / | P(R+), l < p < 2 , z / < l . 
Then the K-L transform (2.1) can be represented by formula (2.127) and both of in­
tegrals are absolutely convergent. 

Note that integral (2.1) is absolutely convergent due to Lemma 2.1 and the abso­
lute convergence of integral (2.127) can be easily verified by the Holder inequality. 

Now we briefly concern the question of generalization the Kontorovich-Lebedev 
transform on the index transforms with different hypergeometric type of special func­
tions as the kernels that have been considered in Chapter 1. Namely, using the 
list of formulae (1.107)-(1.140) of particular cases of Meijer's G-function, which cor­
responds by the structure to index kernels, one can introduce index transforms by 
formula (2.127). Some of theirs are familiar and shall be considered in detail in the 
next chapters. We can construct also the new operators basing on the Lp-iheoiy of 
the Kontorovich-Lebedev transform and Mellin convolution type transforms. 

Let us substitute into formula (2.127) instead of the function /*(s) the product 
6*(s)f*(s), where the function 0*(s) is fixed and in most cases, especially for the 
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index transforms constructions it is gamma-ratios like formulae (1.60), (1.64). If 
6*(v + it) e Lp (R; c~f W^l-1') , 1 < p < 2, then denote by Y&(x) the function 

where the integral (2.128) is convergent at least by the norm Zi_„ fg(R+). Hence we 
introduce the new index transform as follows 

= r Yl{t)f{t)dt. (2.129) 
Jo 

Obviously, we used here the Mellin-Parseval equality (1.214). The general index 
transform (2.129) comprises a wide set of familiar examples as well as new ones. For 
instance, taking formula (1.117) after simple interchange of variable and invoking 
with the Mellin transform property (1.207) write the respective integral (2.128) as 

"w7Tm'-d"^K'AD- <2™> 
Here 0*(s) = T((l-s)/2)/T(l-s/2) and as we can verified by Stirling's formula (1.32), 
this function satisfies the above condition 6*(v -f it) € Lp LR; e~Tl'l|t|_,/j , 1 < p < 2. 
Hence we obtain the index transform with the square of the Macdonald function first 
introduced by Lebedev [8], namely 

Kll2[f] = ^= j f Kl,2 (|) f(y)dy. (2.131) 

Similarly we can write other examples of the index transforms and shall do it later. 
Now it is important to note the fact of connection between the K-L transform, general 
index transforms and the Mellin convolution type integral transforms. Actually, we 
can express general transform (2.129) through the K-L transform (2.1) by means the 
same Mellin-Parseval equality (1.214). Let us denote by 

1 fl/+«00 
[0^x) = ^ / F(s)r(s)x-ds (2.132) 

Z7T2 Jv—too 

the operator being connected with the inverse Mellin transform (1.204), meaning 
that the integral (2.132) is convergent by X^p-norm. Then applying Theorem 1.17 
we immediately obtain the composition equality as 

YfT[f] = KiT[[Qf]]. (2.133) 

Conversely, as is known operator (2.132) by the Mellin-Parseval equality (1.214) be­
comes the Mellin convolution type operator like (1.220) provided that there exists 

^ w - K j c r ^ ^ ' ^ ' - c - ^ •<«■ <"28> 

= r YfT(t)f(t)dt. (2.129) 
Jo 

"w7Tm'-d"^K'AD- <2™> 

*?,/>l/1 = T f j f *W» ( I ) '(»>*• <2 " » 

1 fl/+«00 
[0^x) = ^ / F(s)r(s)x-ds (2.132) 

Z7T2 Jv—too 

Y°[f] = KiT[[Of]]. (2.133) 

«w - *n 2-r ( ^ ) r ( ^ F 1 ) s-<"«"^ 
= r Yi{t)f(t)dt. 

Jo 
(2.129) 

^-Mr-'rm^) 
_ r ( £ / 2 ) _ 1 2 /x\ 

xr((s + i)/2)x d s - ^ - / 2 l 2 J (2.130) 
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the inverse Mellin transform (1.204) of the function 0*(s) at the respective sense. 
Although this condition is not necessary for existence the general index transform 
(2.129), because integral (2.128) can be convergent in spite of the fact, that integral 
(1.204) for 0*(s) remains divergent one. 

Theorem 2.8. Let f(x) € Z„ |P(R+), 1 < p < 2, v < 1. Let also 6(s) be a complex 
valued function defined on the line s = i/ + &, t € R. IfO*(v + it) 6 Lp (R; e~^' tl|t|_I/) 
then the general index transform YfT(x) exists by formula (2.129) with the respective 
index kernel (2.128). Besides the composition representation (2.133) is true, where 
the operator [ 0 / ] is defined by formula (2.132). 

Our purpose now is to consider the analog of the familiar Watson lemma concern­
ing asymptotic expansion of the Laplace transform like (1.215) for analytic functions 
at the neighborhood of infinity (see details, for example, in Olver [1]). As is turned 
out to be this analog of the Watson lemma is valid for the K-L transform (2.1), pre­
cisely one can obtain its asymptotic when r —► +oo for functions f(x) associated 
with functions of the exponential type. 

Let f(z) = J2™=oanZn be an analytic function in closed circle \z\ < r. Then as is 
known for instance in Titchmarsh [2], by Cauchy's inequality for Taylor's coefficients 
we obtain the uniform estimate \anrn\ < M, where M is independent of n. Hence, if 
we denote by 

the function associated with / (z ) , then we have the inequality 

Wl<)l£w't.w (2135) 

Meanwhile, due to the Stirling formula (1.32) 

= J*y - 2 _ £ [ i + 0 ( l / n ) ] , n - cx>. (2.136) 
V n e I 

Hence, 

where there exists some constant £ such that 1 < n 1 ^ 2 ^ < £ < 2. Thus the function 
r\(z) is exponential type function. Let us show that the K-L transform (2.1) of function 
rj(y),y € R+ exists under condition r > £. Indeed, invoking with inequality (1.147) 
we obtain 

l^rWI < / K0(y)\n(y)\dy 
Jo 

V n e I 

i-m-?(=±i)Vo(i/»>] 

Hz)l<M190(2r)J((n+l)/2y 

^"Sr 'dn + i p O 

M<c£(^)"tt< c | ( i )-a:= c e ,1 , , 

^0 

12.134) 

(2.137' 

(2.136) 

(2.135) 
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< C f°° KQ(y)ea*dy < oo, a = f /r < 1, (2.138) 
Jo 

and the convergence of the last integral is motivated by asymptotic formulae (1.96)-
(1.97) of the Macdonald function. Therefore, substituting series (2.134) into formula 
(2.1) perform to change the order of integration and summation which gives 

T K"{y)dy S F((n+l)/2)(2y)n = £ 2«P((n + l)/2) f ^ M * " ^ 
(2.139) 

The inner integral can be calculated by formula (2.125) and we have the result 

/o°° KiT(y)yndy = 2 - 1 | r ( n + 1
2

+ ' V ) f. (2.140) 

So the final equality from (2.139) becomes as 

K r i - ' f a " I p / n + l + iVV2 

A » W J - 2 2 - ; r a ( ( n + l ) / 2 ) T V 2 J 
(2.141) 

2 n f 0 r 2 ( ( n + l ) / 2 ) 

The last series can be written as follows 

= SN(T) + RN(T). (2.142) 

The remainder term RN(T) can be estimated uniformly by r > 0 applying inequality 
(1.26), namely 

1 OO OO i f OO 

1**001 < ? E kl < M E '~n = 4 E r _ n> (2-143) 
Z n=tf n=JV r n=0 

where r > £ > 1 by the assumption above. Therefore, RN(T) —► 0, TV —► oo uniformly 
for all r > 0. Choose and settle some enough large number N. Appealing then to 
asymptotic formula (1.33) we write that 

i r ( n + r t T ) r = ^ i d " e " f T [ I + ° ( i / r ) ] ' r _ + + o ° - (2i44) 
Hence 

M r ) = ,e-f-E r2((n;" i ) /2)(l)" [l + 0 ( l / r ) ] , , - , + 0 0 , (2.145) 

and it tends to 7re~2"T77(r). Thus finally we obtain that 

Kir[ri\ ~ ire-fTr](T) (2.146) 

as r —» -f oo and the following analog of the Watson lemma for the Kontorovich-
Lebedev transform (2.1) is true. 

'^frSlmZmH^l 
= SN(T) + RN(T). 

fKUy)y^y = 2^\r(^JL)l 

f K"{y)dy 5 P((n+l)/2)(ay)" = 5 2»H((nn
+l)/2) / " Jf^»"rf»-

< C /°° K0(y)e°*dy < oo, a = £/r < 1, 

|r(2±!+JI)| = 2 i r(r)Vf ' [ i + o(i/r)]f r ^ + 0 0 . 

5W(T) = " "* '£ I»((n+ !)/») 0 " I1 + ° ( 1 ^ ' ' - +°°' 

Kir[rj\~*e >TTI(T) 

1**001 <l± |a„| < M £ r - = § £ r-, 
Z n=tf n=JV T n=0 
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Lemma 2.6. Let rj(z) be a complex valued function defined by series (2.134), 
which associated with an analytic in the closed circle \z\ < r, r > £ > 1 function 
f(z). Then asymptotic equality (2.146) holds as r —► +oo. 

We can consider instead of function rj(z) familiar BOrel's function 

«'>-£5(§)" ( 2 M 7 » 
associated with an analytic function f(z) in the circle \z\ < r by means of the Laplace 
transform (see, for example Akhiezer [1]). In this case as one can see from Stirling's 
formula for factorials and by using the above estimates the function <f>(z) also satisfies 
the asymptotic equality (2.146). 

The Watson type Lemma 2.6 for the K-L transform (2.1) can be applied to obtain 
the asymptotic solution of the following homogeneous integral equation of the second 
kind 

— r K,T(y)<p(y)dy = <P(T). (2.148) 
7T JO 

It should be pointed out that the solution of integral equations of the second kind 
with index operators in the closed form is an open problem. Nevertheless, we can seek 
the asymptotic solution in the case of equation (2.148) near infinity if the asymptotic 
expansions of / near this point is known. We note that the uniqueness of an asymp­
totic solution follows from the uniqueness property of the asymptotic expansion of the 
given function with respect to the given asymptotic sequence. However, the existence 
of the solution itself does not follow in general from the existence of its asymptotic 
solution. 

Thus from Lemma 2.6 it follows that the asymptotic solution of the (2.148) is 
representable as 

V(2>) ~ f > n 0 0 " , (2-149) 
n=0 V Z / 

as y —► -foo and the coefficients 6n, n = 0 , 1 , . . . such that 6n = anT2((n 4- l ) /2) , 
where an, n = 0 , 1 , . . . are the coefficients of analytic in some closed circle \z\ < r 
function f(z) associated with (p(z). 

2.6 The index-convolution Kontorovich-Lebedev 
transform 

In this last section of the present chapter we introduce the integral transform with 
the kernel as the Macdonald function (1.91) Kir(xy) of three independent variables 
X V T 

KL[f](r,x) = g(r, x) = / " KiT{xy)f(y)dy, (2.150) 
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which has been announced first in Yakubovich [10] and we called it the index-
convolution Kontorovich-Lebedev transform. Here as usually x^y,r € R+, f(y) is 
arbitrary measurable function from the respective Lebesgue space. The transform 
(2.150) is the function g{r,x) of two variables (r, x) € R+ x R + and it maps func­
tions from one-dimensional into two-dimensional Lebesgue spaces. As is known when 
we fixed the parameter r, we obtained Meijer's transform like (1.220) of the Mellin 
convolution type (see Zemanian [1], Prudnikov et al. [5]). Otherwise, when the pa­
rameter x is fixed we have the usual K-L transform like (2.1) the inversion formula 
of which can be written formally following to expansion (1.231) as 

yf(y) = 4 r -rsmh(wT)KiT(xy)KL[f](r, x)dr. (2.151) 
7T* JO 

For our further consideration let us denote by LUiP(JL+ x R+), where p > 1, v € R 
the Lebesgue space of measurable functions normed by 

| | < K r , x ) | | W R + x R + ) = ( j T [ x^lg^x^drdx)1'". (2.152) 

Lemma 2.7. Let f(x) be from the space I i_ I / f l(R+) , where v > 0. Then the 
operator KL[f] of the index-convolution K-L transform (2.150) is bounded from the 
space Z1_l/>1(R+) into the space LUtP(R.+ x R+),p > 1. 

Proof. Indeed, applying the generalized Minkowski inequality (1.10) and invoking 
with estimate (1.100) we obtain the chain of relations 

jo i"""1 \jo KiT(xy)f(y)dy\ drdxj 

< Jo°° \f(y)\ (f f x">-1\KiT(xy)\pdTdx)1''' dy 

< j™\f(y)\(f0°° j " x"P~lKo(xy cos 5)e-rSTdTdxy ' dy, 6e[0,*/2). (2.153) 

Performing the interchange xy = t continue to estimate, namely 

\\KL[f]\\LvAK+xK+)<JQ y-"\f(y)\dy{JQ t^1 K*(tcos8)dtj 

x (jT e-^dr)1 P < a .Mll /Hi- , ,1 , (2.154) 

provided that i / > 0 , p > l , # € (0, n/2) and therefore CUiPys is a constant due to 
convergence of the integrals by t and r (see also asymptotic formulae (1.96)-(1.97)). 
This completes the proof of Lemma 2.7. • 

| |<Kr ,x) | | W R + x R + ) = ( j T f x^lg^x^drdx)1'". 

2 f°° 
yf(y) = -z / rsinh(wr)KiT(xy)KL[f](rix)dr. 

TTZ JO 

/ roo roo I roo IP \ 1/p 

H^t/lllwRfxRf) = ( / / *"" / KiT(xy)f(y)dy\ drdx) 

< Jo°° \f(y)\ (f f x">-1\KiT(xy)\pdTdx)1''' dy 

< /o°° \f(y)\ ( j T /o°° x-^KSixy cos <$)e-^dr<fz) ' dy, 5 € [0, */2). 

r o o f t 0 0 . \ 1 /p 

H^milwR+xR,) < /0 y-v\f(y)\dy{]o t""-'Kf
0(tcos6)dtj 

*(j~ e-^Vr)1/P < C^ll/lh.^, 
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Drawing a parallel with the results of Section 2.1 (see (2.13)) we define the space 
of functions #(T, x), which can be represented by the index-convolution transform 
(2.150), where the respective function f(y) belongs to Xi_ I / ji(R+), namely 

KL[LX.^] = {g : g{r,x) = KL[f]{r,x), f € £ i - M ( R + ) } , 

( r , x ) € R + x R + . (2.155) 

To construct the inversion transform of (2.150) we introduce the following operator 

2x sin € f°° f°° 
(hg)(x) = — / / ycosmw-e)T)KiT{xy)g(r,y)dTdy, (2.156) 

7T* JO JO 

where e 6 (0,7r). 

Theorem 2.9. On the functions g{r,x) = KL[f\(r, x)} which are represented by 
the index-convolution Kontorovich-Lebedev transform (2.150) with the density f(y) G 
Zi_^i(R+), 0 < v < 2 operator (2.156) has the following form 

(I.g)(z) = illfil r f{t) dt, x > 0. (2.157) 
7r Jo x2 + t2 — 2xt cos e 

Proof. Substituting in formula (2.156) the value of g(r, x) estimate the iterated 
integral for each x > 0 and e € (0, IT) , using inequality (1.100) as follows 

l(/.ff)(*)l < ^ ^ r / ° V o s h ( ( 7 r - £ ) r ) | i M * 2 / ) l 
IT* JO JO 

x f" \KtT(yt)f{t)\dtdrdy 
Jo 

< Ctx I" e^—'t-^dr I" [°° yKo(xycos81)K0(ytcos62)\f(t)\dydt, (2.158) 
Jo Jo Jo 

where Ce > 0 is a constant and there exist some parameters <$i, 82 6 (0,7r/2) to satisfy 
the inequality 7r — e — 8\ — 82 < 0 which gives the convergence of the integral by r . 
The integral by y can be calculated by formula 2.16.33.1 from Prudnikov et al. [2], 
namely 

-2- v"-£>r ( ^ ) r (^)r (™)r (^^) 
6 + c > 0, £c* > |&/i| + |fti/|. (2.159) 

Letting here a = 2, /i = j / = 0, 6 = x cos <$i, c = t cos 62 we have the formula 

/ yKo{xy cos 8i)Ko{yt cos <$2)<fy 
7o 

- r**~ffa (i±f±jl)r ( ^ r (™)r (^F1) 
Jo 

X2JFI I 2 ' 2 ; a ; * " ? j ' 
6 + c > 0, 3?a > |»/i | + |9fo/|. 

x /°° |lfiT(»f)/(0|AdTdy 
Jo 

< Cex (°° e(T-'-s>-h)TdT I" [°°yK0(xy cos SJKoiyt cos 62)\f(t)\dydt, (2.158) 
Jo JO Jo 

l(/.ff)(*)l < ^ ^ r r y c o s h ( ( 7 r - e ) r ) | ^ r ( ^ ) | 
7T^ JO JO 

/ T w x zs ine f°° f(t) 

2ic sin € f°° f°° 
(I€g){x) = — / / 2/cosh((7r - c)r)/iriT(a;y)flf(r, y)drcfy, 

71"* JO JO 

KL[LX.^\ = {g : g(r,x) = / f £ [ / ] ( r , i ) , / € I1_> / ,1(R+)} ) 

(r, x) € R+ x R + . 
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1 
2t2cos28- 2 4 i ; 2 i i - ( ^ £ ) l (2-,6o) 

Hence for our purposes we may complete the asymptotic formula (1.86) for the Gauss 
hypergeometric function 2-^i(cij ^*,c; z) in the logarithmic case, i.e. when b — a = 
m, m = 0 , 1 , . . . . Precisely, for this case we should write 

3F1(a, 6; c; z) = Cxz— + C2*~6log z + O ^ " 1 ) + O ^ - 6 " 1 log z), (2.161) 

where Ci, C2 are some positive constants. Therefore, when t —► 0+ we obtain that 
for each x > 0 

2^F'(1^1-(!^)'H1'*"- <2162> 
Thus, continuing to estimate integral (2.156) attract now attention to the double 
integral by y and t. Namely, we have 

AOO />00 

/ / yK0(xy cos S^Koiyt cos 82)\f(t)\dydt 
Jo Jo 

= l j \ j T j \f{t)\dtj~yK0(xycos61)K0{ytcos82)dy = I1+I2, (2.163) 

where >1 > 0 is some fixed number. Hence for the integral /j use the asymptotic value 
(2.161) and we have 

h < C fA |/(*) logt|<ft 
JO 

< d (At-"\f{t)\dt < CJII/H,^,! < oo. (2.164) 
Jo 

The second one can be treated like estimate (2.154) in Lemma 2.7, precisely 

h < j~ t-v\f{t)\dt ( j r v 2 - * - 1 / ? ^ cos s,)dy)1/p 

x ( jT" y^Kgiy cos <52)dy)' * < oo (2.165) 

under condition 0 < 1/ < 2. The above estimates motivate the interchange of integra­
tion orders in (2.156) after substitution of the value g(r, x) by Fubini's theorem. The 
inner integral by r is calculated in 2.16.52.6 of Prudnikov et al. [2], precisely 

roo 

/ cosh((7r - e)r)KiT{xy)KiT{yt)dT 
Jo 

= ^K0 (yy/x2 + t2-2xtcose) . (2.166) 

Appealing to formula (2.140) calculate the integral by y. We find 

/ yKQ (yy/x2 + 1 2 — 2xt cos e) dy 
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- z*+t*-2zt case' ( 2 ' 1 6 7 ) 

and arrive finally to the equality (2.157). This completes the proof of Theorem 2.9. • 

Now it is not difficult to obtain the inversion theorem for the index-convolution 
Kontorovich-Lebedev transform (2.150), using approximation properties of the Pois-
son kernel (1.14). 

Theorem 2.10. Let g(r,x) = KL[f](r,x) and f(x) £ Ii_ I / > 1(R+), 1 < v < 2. 
Then f(x) = (Ig)(x), where (Ig)(x) is meant as the limit 

(Ig)(x) = l.i.m.€->0+(/rf)(s), x > 0 (2.168) 

by the norm in Li-Vti(R.+). Besides this limit exists also almost everywhere on R + . 

Proof. The proof of this theorem shall follow without difficulties after respective 
treatment of integral (2.157). Actually, after the interchange t = z(cos£ + usine), 
equality (2.157) becomes 

(I.g)(x) = - f 
7T J —( 

1 f°° f (x(cose-\-vsine)) 
v2 + \ 

H(v + cot e)dv, (2.169) 

where H(x) is the Heaviside function. Let us estimate the Xi-^i-norm of the differ­
ence (Icg) — /• Indeed, using the generalized Minkowski inequality (1.10) we have 

IK/^IU,, = -
°° /(z(cos e + v sin e)) r 

J — coi e 
V2 + l 

dv 
i- i / , i 

1 t°° 1 
< - / . | | /(g(cosg + vsine^Wi-^dv 

7T J- cote V2 + 1 

!_„,! f°° (cos e + f sin e)v 
II 1-*,1 /" 

7T 7 -
-cfo < !.„,! r (i + M)*"1 

cote V2 + 1 

^ H / H l - , , 1 , l < I / < 2 . 

| l-»M / 
7T 7 - V 2 + l 

C?V 

(2.170) 

Now it is clear, that 

1 II f°° 1 | | ( / e 5 f ) - / | | 1 _ I / ) 1 = - / - j—-( f(x(cose + vsine)) 
7T liy—oo V* -T 1 

X ^ ( w + C O t c ) - / ^ ) ) * ! ! ! - , , . ! 

J roo J 
< - / -^—- | | / (x (cose + vsine)) 

7T 7-oo IT + 1 
xH(v-{-cote)-f(x)\\1^Utldv (2.171) 

and it tends to zero, when e —► 0+ due to the Lebesgue theorem. To estabhsh the limit 
almost everywhere on R+ it is enough to call Theorem 1.4. Theorem 2.10 is proved. • 
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Thus in view of the previous theorem we obtain the uniform estimate of kind 

ll(/.*)lli-, < l l to)l l i-*, 9 € KLIL^]. (2.172) 

It follows also that KL[f]{r, x) = 0, f(t) € Li_ l, ti(R+) if and only if f(t) = 0 almost 
everywhere on R+. So in the space KL\L\-Vj\ we introduce norm by the equahty 

WgWrnu.,,,) = | | / | | i - „ 9 = KL[f). (2.173) 

Obviously, the space KL[Li-Vji] is a Banach one with norm (2.173) and isometric 
Xi_ I / )i(R+). Apart from Theorem 2.10 let us give some sufficient conditions of be­
longing of an arbitrary function ^(r, x) defined on R+ x R + to the space KL[Li-Vti]. 
For this start from the evaluation of the composition 

ge(T, x) = r KiT(xy)(I,g)(y)dy. (2.174) 
JO 

At least for the "good" functions (the infinitely smooth ones with the compact sup­
port) we easily change the order of integration and invoking with (2.156) obtain 

2 sin E f°° f°° 
gt(T,x) = —r-f / tcoBh(Or-e)j%G&,t)<tf* 

7T6 JO JO 

x r yKiT(xy)Ki0(ty)dy. (2.175) 
Jo 

Operator (2.174) is bounded one from the space Li-Vti(R+), 1 < v < 2 into the space 
LV}P(R,+ x R+), p > 1 under Theorem 2.10. Let us estimate the left-hand side of 
equahty (2.175) using the generalized Minkowski inequality (1.10). We have 

ll*(r,*)||WR+xR+) = ^ ( f f ^ 
t cosh((7r - e)P)g(P, t)d/3dt 

I/P 

\Jo Jo 

f°° \p \1 

x j yKiT(xy)KiP(ty)dy\ drdxj 
2sine f°° f°° , ,, . „vl tn N I , „ , 

< r - / / i cosh((ir - e)p)\g(p, t)\d/3dt 
7T^ JO Jo 

x r y\Kifi(ty)\dy 
Jo 

x (y°° j°° x^-^Kirixy^dxdr) \ (2.176) 

Making use inequality (1.100) which implies that there exist parameters <$i,<$2 € 
(0,7r/2) such that with simple interchanges the previous chain of inequalities leads to 

ll</e(r,z)||WR+xR+) < 2§£ j[°°|VV"—^W,t)Wdt 
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x / yl~vK0(y cos SJdy 
Jo 

x ( r e~^rdr\ P (J°° x^KZix cos82)dx\ * < oo, (2.177) 

if v satisfies the condition 0 < v < 2 and 

<7(r, x) € LUtl (R+ x R + ; c <»—**) . (2.178) 

Thus appeahng to formula (2.159) one can write composition (2.174) as 

, x sine f°° r°° . ,, xox /^ N ,„dt 
g.(T,x)=— / caih{(T-e)0)g(P,t)d0T 

4 JO JO t 

fx\ir T2-/32 

X\t) sinh(7r(r + 0)/2)sinh(7r(r - p)/2) 

X 2 f l ( 1 + !il±^),1 + !(^l) ;2;1_^. (2.179) 

Passing through to the limit in mean sense in equality (2.174) under condition (2.168) 
we obtain the desired result. So finally we proved the theorem that contains suffi­
cient conditions of belonging an arbitrary function ^(r, x) to the range of the index-
convolution Kontorovich-Lebedev transform (2.150). 

Theorem 2.11. An arbitrary function ^(r, x) belongs to the space 
KL[L\-Vti\ 0 < v < 2 under following conditions 

g(r, x) = l.i.m.e_o+0e(/r, x), (2.180) 

where ge(r,x) defined by formula (2.179) and the limit in (2.180) is meant by the 
norm of the space LUtP(R+ x R + ) . In addition, g{r^x) satisfies to condition (2.178) 
and (Icg)(x) converges by the norm of the space X1_V)1(R+). 

At the end of this chapter we give an example of the index-convolution transform 
(2.150) and the limit relation (2.168). Note that to derive a wide set of such examples 
we need to extend the range of the parameter v in Theorem 2.10. This we can do 
returning, for instance to estimate (2.170). Indeed, calculate the integral 

f°° (cos e + v sine)""1 , . - f°° yv~l , . „ . 
r = / * —1 dv = sin" * e \ —— 5 -dy (2.181) e J-cote v2+\ Jo 2 / 2 -2ycots : + cot2£ + l y v ; 

using formula 2.2.9.7 from Prudnikov et al. [1] under conditions 0 < v < 2, e £ (0,7r). 
As result invoking with relation 7.3.1.91 from Prudnikov et al. [3] we obtain 

I? = s i n e l » r ( 2 - u)2F, ( | , 1 - | ; | ; s in 2
£ ) 

= r Mr(2 - v)**kzM. (2.182) 
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Hence it follows that | /e | < C, e € (0,7r), 0 < v < 2. Take now as the example 
/ (x) = e~x/y/x. Obviously, f(x) € Zi_I />i(R+) when i/ < 1/2, because the integral 

jo°° e-'y-'-Wdy = T Q - i/) < oo, v < 1/2. 

According to formula 2.16.6.3 from Prudnikov et al. [2] (see also (1.102)) the respec­
tive integral transform (2.150) becomes as 

where P_1y2+iT(l/a;) *s particular case of the associated Legendre function (1.56). 
Therefore, substituting this result into (2.156) find that for all x > 0 the following 
limit equality is true 

e- = **Jl lim s in , f f «***(« ~ *) 
V w «—o+ Jo Jo cosn(n-r/2) 

x^KiT{xy)P-m+iT (-\ drdy. (2.184) 

j T e-'y-'-Wdy = T ( | - j /) < oo, 1/ < 1/2. 

,(r,.) = j f J M « * - ^ 

" V 2 x c o s h ( 7 r r / 2 ) P - 1 / 2 + , T V x ) ' 

e - = x ^ , / I lim s in , f f « ^ ( ' " ' f r ) 
V 7T «-o+ y0 ô cosh(7rr/2) 

Xy/yKiT(xy)P^1/2+ir ( - J rfrdy. 

r^ ( iy )e-^ 

(2.183) 



Chapter 3 

The Mehler-Fock Transform 

This chapter deals with one of the famous index transforms by the index of the as­
sociated Legendre function of the first kind (1.55) introduced by Mehler [1] and Fock 
[1]. The respective expansion of an arbitrary function is given by formula (1.233), 
when we put /i = 0, v = ir — 1/2 in formula (1.55). This integral transform as 
the Kontorovich-Lebedev transform being investigated in previous chapter has im­
portant applications in mathematical physics although we shall attract our attention 
to pure mathematical problems as its mapping properties and the inversion in Lp-
spaces. Note that the detailed investigation of the Mehler-Fock integral transform in 
L\ and L2 spaces was given by Lebedev [4], [6]-[7], [9] and recently by the author in 
the monograph by Yakubovich and Luchko [2]. As usually let us list other papers 
from the bibliography which are devoted to the Mehler-Fock transform and its appli­
cations. We note Belova [1], Brychkov et al. [1], Buggle [1], Ditkin and Prudnikov 
[1], Glaeske [3], [4], Hayek et al. (1990) [1], Hayek and Gonzalez [1], Lebedev and 
Skalskaya [l]-[2], [4], Lowndes [4]-[5], Mandal [l]-[2], Mandal and Roy [1], Mandal, 
N. and Mandal, B.N. [1], Markushevich [1], Oberhettinger and Higgins [1], Orlyuk 
[1], Pathak and Pandey [1], Rosenthal [1], Sneddon [2], Srivastava [l]-[2], Stolov [1], 
Tiwari and Pandey [1], Vilenkin [1], Yakubovich [7], 

3.1 Definition. Inversion in Lp-space 

We start to discuss here the Mehler-Fock transform of the following type 

MF[f](T) = ^jo°°P_ll2+iTl2(2y2 + l)f(y)dy, r > 0, (3.1) 

where P_!/2+iT/2(2a;2 -I- 1) is the associated Legendre function of the first kind (1.55) 
of the argument 2x2 -f 1 and the index —1/2 + ir. As we already noted above the 
Mehler-Fock transform is very important as a basic transform among the class of index 
transforms being related to the Kontorovich-Lebedev transform (2.1). The reader 
can find interesting composition theorems for index transforms in Yakubovich and 

75 
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Luchko [2] established by the author that show connection between index transforms 
and convolution transforms of the Mellin type considered in Chapter 1. The Mehler-
Fock transform as well as the Kontorovich- Lebedev transform mentioned above play 
a key role within these compositions. 

To investigate the Mehler-Fock transform in LP(R.+) first we need to know some 
estimates concerning the kernel of integral (3.1). For these purposes we shall use the 
integral representation 

P-i/2+tr/2(2x2 + 1) = J°° J0(xy)KiT(y)dy, r, x > 0, (3.2) 
2cosh(?rr/2) 

which can be seen from Prudnikov et al. ([2], formula 2.16.21.1), where Ju(z) is the 
Bessel function (1.88) and Ku(z) is the Macdonald function (1.91). 

Invoking with representation (1.99) substitute it in formula (3.2) and applying 
Fubini's theorem in view of estimate (1.100) and asymptotic of the Bessel function 
at the points zero and infinity we change the order of integration in the obtained 
iterated integral. As a result calculate the inside integral by formula 2.12.8.3 from 
Prudnikov et al. [2]. It gives us that 

r w* / 9 ^- i /2+,r /2(2* 2 + 1) = r + ° ° / etT
 2 dp, r, x > 0, (3.3) 

cosh(7rr/2) Jtt-oo yJx2 + costfp 

where we choose the main value of the square root in the integrand . 
Useful estimates of the given Legendre function for further applications are estab­

lished by the following lemma. 

Lemma 3.1.. The uniform estimates of the Legendre function (3.3) by variable 
x > 0 and r > 0 are true 

<-^=P_ 1 / 2 f 2 ^±^ + l ) ) 5 6 f 0 , j ) , (3.4) 
~ \/cos26 ' V cos26 ) 1 4 / ' v f 

^ 7 2 ) | P - 1 / 2 + . , / 2 ( 2 a : 2
 + l ) | 

< v ^r( l /4)2- 1 / 4 e- ' r T / 4 x 1 / 4 ( a ; 2 + l)1/8(4a:4 + 4a:2 + l ) 1 / 8 

x Pi{4
/2(8x4 + Sx2 + 1), 6 = TT/4, (3.5) 

S.-[c^c-.) + C ^ + * , £ _ ] . < S ( J , | ) , (3.6) 

^ 7 2 ) | p - " " - « < 2 ' ' + " I 

^ e~6T r. („X2+Sm28 \ . r 7T\ 

-^j^^,^,^+Di 

1 lP-1 / 2 + i r / 2(2 a ;2 + 1)| 
cosh(xr/2) I I * 

C ̂ T{\/A)2-1lit-1'Tlix1l\x2 + l ) 1 ' 8 ^ 4 + 4z2 + l ) 1 ' 8 

x P i ' 4 (8i4 + 8a;2 + 1), 6 = TT/4, 
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where C;, i — 1,2,3 are absolute positive constants and 

2x2 + l , x cosha = -—. (3.7) cos 28 

Proof. Indeed, to show (3.4) from representation (3.3) we have the relations 

J / 9 . |P-1 / 2 + ; r / 2(2x2 + 1)| < e"* r dP 

cosh(9rr/2) J— ^ 2 + c o sh2(/? + iS)\ 

.-ST f°° dp <e~ 
\]\x2 + sin2 8 + cos 28 cosh2 0\ 

r«> dp_ 
Vcos 28 J-oo lxi + s in2 £ ~ 7 ~ 

+ cosh2 p f-
ire 

cos 28 
ST / «2 I 0 :„2 / z2 + sin2<5 \ , x 

\/cos 26 
This proves inequality (3.4). In second case, we find 

J /0JP-1/24,r/2(2^ + 1)| < e"" ' 4 r - = JL _ 
cosh(xr/2) J-oo y|x2 + cosh2(/? + i7r/4)| 

= g—/42-l/4 Z00 # 
7o (8x4 + 8x2 + l + cosh/?)»/< 

= ^ r ( l / 4 ) 2 - 1 ' 4 e - " T ' ,
I " , ( I

2 + l)1/8(4x4 + 4x2 + l)1 '8 

x P i ^ S x 4 + 8x2 + 1) (3.9) 
according to integral 2.4.6.9 from Prudnikov et al. [1]. For third case we have 

J / o .lP-1 /2+; r /2(2x2 + 1)| < e-* r d \ 
COsh(7rr/2) ' J-oo J\x2 + C O s h 2 ( ^ + i6)\ 

^ V2e~ST ( f d P | I" dP ) 
~~ «/|cos2(5| V-'0 Vcosh a — cosh /? A Vcosn/? — cosh a/ 

= / (T ,X) , (3.10) 
where cosh a is defined by formula (3.7). Hence using formula 2.4.6.1 from Prudnikov 
et al. [1] and choosing a constant B > 1, we obtain 

we~Sr 

^ ' ^ = -7==^-i/2(cosha) 
J\cos28\ 
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du y/2e~Sr ( r—— [B d 
• / = I v cosh a I 7= 
y|cos2(5| V h y/u~=lyju2 ? cosh2 a — 1 

Vcosha </B yfiTZTTyJu2 - 1/ cosh2 a> 
1 r°° du \ 

' .oshaJB y/u~^lJu2 - 1/cosh2a/ 

< 
^/| cos 2*| 

^ / , x ^ vcosha ^ 1 
7rF_1/2(cosha) + C 4 - ^ - r — + C5-sinh a \/cosh a 

(3.11) 

where C4, C5 are some positive constants. This leads us to estimate (3.6) which 
completes the proof of Lemma 3.1.« 

On the other hand, invoking with representation (1.55), asymptotic formula (1.86) 
and value (3.5) from the asymptotic behavior of the Gauss hypergeometric function 
(1.47) we conclude that 

P_1/2(cosha) = O(l) , a -+ 0, (3.12) 

P_1/2(cosha) = 0(P_1 / 2(2x2 + 1)) = O ( i ) , x-+ oo, (3.13) 

P-i/2 ( 2 ^ ^ + l ) = 0(P.1/2(2x2 + 1)) = O ( I ) , x - oo, (3.14) 

x 1 ' V + l)1/8(4x4 + 4*2 + l)1'*Pl!1)2(8x4' + 8z2 + 1) 

= 0(P_1 / 2(2x2 + 1)) = O Q V x — oo. (3.15) 

So we find from estimates (3.4)-(3.6) that 

|P_ 1 / 2 + t r / 2 (2* 2 + 1)| < Ce^2-s>P.1/2(2x2 + 1) (3.16) 

for 8 e [0, 7r/2), r > 0 and x > 0. 
Let us consider the Mehler-Fock transform (3.1) when the density f(x) belongs 

to the space ZP(R+), 1 < p < oo with norm (1.1). As is evident from the Holder 
inequality (1.8) and from the asymptotic behavior of the Legendre function (3.12)-
(3.15) integral (3.1) converges absolutely for any p > 1. The corresponding space of 
functions g(r), represented by the Mehler-Fock transform (3.1) of functions belonging 
to ZP(R+) denoted by 

MF(LT) = {g : g(r) = MF[f](r) : f € I , (R+)} , p > 1. (3.17) 

As in the case of the Kontorovich-Lebedev transform we investigate now the mapping 
properties of the Mehler-Fock transform and show that the operator MF[f] is a 
bounded mapping from £p(R+), 1 < p < oo into Z r (R+;e~ a r ) , 1 < r < oo with 
exponential weight e"aT, where a > 0 and p and r have no dependence. 
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Actually, making use of the generalized Minkowski inequality (1.10) and estimate 
(3.16) we have 

II^MIlMR^e-") < f j f \f(y)\ ( / f e-aT|JP-i/2+,r/2(2y2 + 1)1'*)"' dy 

< CJ" |/(J/)|P_1/2(2J,2 + \)dy (f e^-^-^dr^1, 

<ct(j*\Mto + r \f(y)\df) 
<Cn\\f\\h, l < p < < x > , (3.18) 

where Cf,Csi are positive constants, ir/2—a/r < S < ir/2. Here, in the last inequality 
we applied additionally the Holder inequality (1.8). 

In order to describe the introduced space MF(LP) (3.17), let us consider the 
following operator 

(I.g) (x) = ^ T T S i n h l T 7 ^ T ) P - i / 2 + , T / 2 ( 2 s 2 + l)g(r)dr, x > 0, (3.19) 
it Jo cosh (Trr/2) 

where e € (0,1). 

Theorem 3.1. For the Mehler-Fock transform g(r) = MF[f](r) of f(y) £ 
ZP(R+), 1 < p < oo operator (3.19) has the form 

(I.g) (x) = r I(x,y,e)f(y)dy, x > 0, (3.20) 
Jo 

where 
x 2x1-ffsine 

/ ( s ,y , e ) = 
7T 

r00 u(x2 + */2u2 + 1 + u2 - 2u cos e) . . ^ N 
x / 7 ■ : 7372^- ( 3 2 1 ) 

J o [(x2 + */2u2 + 1 + u2 - 2u cos ef - Ax2y2u2\ 
Proof. Substituting the value of g(r) as the Mehler-Fock transform (3.1) we obtain 
the following iterated integral 

,r w x z1""* f°° rsinh((7r — e)r) „ / r t 2 ^x 

^ H * ) = — / „ cosh2(W2) P-1 / 2 + I T / 2 ( 2 g + 1 ) 

x / " P_1/2+>r /2(2y2 + l)f(y)dydT, (3.22) 

which is absolutely convergent for any f(x) 6 ZP(R+), 1 < p < oo by using the 
estimate (3.16). Now we treat the inner integral by index of the Legendre functions 

I(x,y,=) = ^ jf Tt^(^/t)P'll2+iT'2{2x2+ VP-^^2y2+VdT (3-23) 



80 Index Transforms 

and we shall prove that it coincides with (3.21). Invoking with representation (3.2), 
we have 

2x*— e t°° f°° 
I(x,y,e) = — — / rsinh((7r — e)r)dr I J0(xv)KiT(v)dv 

TT2 Jo Jo 

x f°° J0(yu)KiT{u)dudT. (3.24) 
Jo 

Thus the key problem comes to change the order of integration in (3.24) and apply the 
Fubini theorem. From the estimate of the Macdonald function (1.100) and uniform 
boundedness of the Bessel function Jo(xy) for positive variables x,y we have the 
inequality 

| /(*,y,*)l < Cx1"8 ITre^-'-^dr] 
roo roo 

x KQ(v cos 8)dv / K0(u cos S)du < +oo, (3.25) 
Jo Jo 

according to asymptotic behavior of the Macdonald function (1.96)-(1.97), and we 
choose the parameter 6 in (3.25) as (n — e)/2 < 8 < TT/2. NOW first calculate the 
inner integral by r 

Ji(ti, v, c) = — r r sinh((7r - e)T)KiT{v)Kir{u)dT, (3.26) 
TT* Jo 

using formula 2.16.52.6 from Prudnikov et al. [2] (see also (2.166)). We have 

/ cosh((7r - e)r)KiT(v)KiT(u)dr = -K0(Vu2 + v2 - 2uvcose). (3.27) 
Jo 2 

Then by differentiating the integral (3.27) by parameter e find (see also Erdelyi et al. 
[1]) that 

h{u, v, e) = —Ko(Vu2 + v2 - 2uvcose). (3.28) 
TT oe 

The substitution of (3.28) into (3.24) yields the double integral 

I{x,y,e) = — / / J0(xv)J0(yu)Ko(Vu2 + v2 - 2uvcose)dudv, (3.29) 
7r ae Jo Jo 

where, apparently, we need to justify the validity of differentiability by e under the 
sign of the double integral. For this performing the differentiation of (3.28), we arrive 

_ , x sine uvK\(y/u2 + v2 — 2uvcose) , h(u, v, e) = — \ _ - ± , (3.30) 
TT \JUl + TT — 2til> COS £ 

and by the polar coordinates v = r cos <p, u = r sin y>, r > 0, 0 < y? < 7r/2 the integral 
(3.29) can be written in the form 

T/ x x1 esin£ /*72 sin 2(p 
y/\ — sin 2(p cos ^ 
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x r2 J0(xr cos (p)J0(yr sin (p)Ki(rJl — sin 2cp cos e)dr. (3.31) 

,s uniform convergence by e > e0 > 0 follows from the estimate 

\I(x,y,e)\ < Cy-WzW-Anc f" ^ ^ f ' tK^dt 
Jo (1 — sin 2<pcose)3'2 Jo 

y-l/2x l /2- e / tM ^l-Kl + l ^ ^ 
K Cl sine / - » (*> + !)»/' d t 

J.-1/2J.1/2- . 
< C 2 - , 0 < e < 1, (3.32) 

which can be deduced by using the inequality 

IJ„(x)| < 4=, x > 0, SP > - i (3.33) 

by changing the variable tan <p = £ sin e + cos e, and by the asymptotic of the Mac-
donald function K\(t) (1.96)-(1.97) that provides the convergence of the respective 
integral in (3.32). Thus we obtain the following representation 

I(x,y,e) = — / d<p rJ0(xr cos (p)J0(yrsimp) 
IT oe Jo Jo 

xK0(ry/l - sin 2<pcose)dr. (3.34) 

However the integral by r is evaluated by formula 2.16.37.2 from Prudnikov et al. [2], 
and representation (3.34) takes the form 

X1~e d t*l2 r "I-1/2 

7~(z, y,e) = — / \(xcos(p — ysin(p)2 + 1 — sin 2(p cose 
7T OS Jo L J 

x Ux cos (p-\-y sin <p)2-\-1 — sin 2(pcose\ d(p. (3.35) 

Let us change the variable tan<p = u in (3.35) and simple transformations carry out 
the differentiation by e. Hence we immediately obtain formula (3.20). Theorem 3.1 
is proved. • 

The inversion formula for the Mehler-Fock transform (3.1) shall be established by 
the following 

Theo rem 3.2. Let g(r) = MF[f](r) for f(y) G £„(R+), 1 < p < 00. Then 

f(x) = (Ig)(x), (3.36) 

where 
(Ig) (x) = l.i.m.,^o+ (1.9) (*), * > 0 (3.37) 
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and (Ieg)(x) is defined in (3.19). Here the limit is meant in the norm of LP(R+). 
Moreover, the limit in (3.37) exists almost everywhere on R+. 

Proof. Inequality (3.16) implies the uniform estimate for the function I(x,y,e) 
in (3.23) by x, y > 0 and € € (0,1), namely 

\I{x,y,e)\ < Cx1"eP_1 / 2(2x2 + l)P-1/2(2y2 + 1). (3.38) 

By the replacement y = x(l + te) in integral (3.20) we obtain 

{Ieg){x) = xe f°° I(xix(l + te),e)f(x{l + te))dt. (3.39) 
J-l/e 

Now we may estimate more precisely the right-hand side of inequaUty (3.38). For this 
use the representation of the Legendre function P_i/2(2x2 + 1) through the Meijer 
G-function (1.59). Indeed, let us consider formula (1.122). Letting there \i = 0, v = 
— 1/2 and substituting instead of x the variable x2 we obtain the following Mellin-
Barnes integral 

n ,~ 2 ,x i n+»°° r(s)r(i/2 - s)r(i/2 - s) 2j, ,n x 
P-1/2(2x' +1) = — 1 _ ^ U W

r ( 1 J a )
W V ^ s , (3.40) 

where according to the theory of Meijer's G-function we chose the contour at re­
spective formula (1.59) as a vertical straight line at the complex plane s with 
3fts = 7, 0 < 7 < 1/2 to separate the series of left and right poles of integrand 
(3.40). As a result we find obvious estimate as 

P-1/2(2x2 + 1) < Cx-2^ (3.41) 

uniformly for all x > 0, because integral (3.40) is absolutely convergent due to the 
corollary (1.33) of Stirling's formula as the absolute value of the argument diverges. 

With the aid of the generalized Minkowski inequality (1.10) we estimate now the 
Xp(R+)-norm of operator (3.39), namely 

n(/.ff)ik< r , n/(*(i+**))**/(*, *(i+te),«)iivft 
J—lfe 

= f, | | / (* ( l+ te) )« / (* ,*( l + te),e)||vft 
J—l/e 

+ f" | | /(2(1 + te))xel(x, x(l + te),e)\\Lpdt 

= / , + h- (3.42) 

To estimate Ix and I2 use inequalities (3.38), (3.41). Indeed, we have 

\xl{x, x(l + te), e)\ < Cx2-'P-1/2(2x2 + l )P_i / 2(2z2(l + tef + 1) 

< C a a * 1 ^ - " ' - ^ ! + te)-2"", (3.43) 
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where there exist such parameters 71,72 for the Mellin-Barnes integral (3.40) that 
0 < 7ij 72 < 1/2 a r | d 1 — e/2 < 71 + 72. Hence Ii can be estimated as 

h < I H / W 1 + te))xel{xtx(l + te)tC)IIMO,I)* 

+ f° \\f(x(l + te))xel(x, x(l + te), e)\\Lp(lt0o)dt 
J—l/e 

< A1||/(x)x1-2^-el|ip(0,1) f° (1 + tef^-^-'dt 
J—l/e 

+^2||/|Up(i,cc) f t (l + te)-2-"-1^ < A\\f\\LpiR+), AUA2,A > 0, (3.44) 
J—l/e 

if we choose 71} 72, further, as 27! > 1/p — £, 72 < 1 — 1/p. Similarly, we have by 
changing the variable 1 + et = u 

h < B1\\f(x)x2-2^-'\\Lp(0,i) f u^+'-^du 

+32 | | /(*)*a<1-*-T>-«|U f ( 1 .o o ) f u^'-H^du < fl||/||MR+)) Bu B2, B > 0. 
(3.45) 

Finally from the above estimates (3.44)-(3.45) we obtain the inequality for Xp-norm 
estimation of operator (3.19) 

l l t t f f ) l k < C | | / | U F , (3.46) 

where C is an absolute positive constant. 
Let us now proceed to estimate the norm of difference ||(/e^) — I\\LP and to show 

that it tends to zero when e —► 0+. We first prove the relation 

eHm eJ (z , z ( l +U),e) = l - ^ B - , x > 0,< € R, (3.47) 

by virtue of representation (3.21). Indeed, substituting y = x(l + te) and change the 
variable u = 1 + ve we obtain that 

r/ / . . x x 2x1_e6:2sin€: el(x, x(l + te), e) = 
7T 

x r (l + ve) [(x2(l + (14- te)2(l + ve)2) + e2v2 + 4(1 + ve)sin2(e/2)] 

r 1 1 _ 3 / 2 

x r 3 \x2(v + t)2 + v2 + 4(1 + ^ ) ^ s i n 2 ( e / 2 ) + 2 z 2 M " + t)e 4- x2t^e2] 

x [z2(l + (1 + et)(l + e<;))2 + e2v2 + 4(1 + ve) sin2(£/2)] " 3 / 2 A/. (3.48) 

In view of (3.32) el(x, x(l + te),e) converges uniformly in e, and we have 

1 /°° ^ lim e/(x, x(l + te), e) = — I T*7T 
— 0 + ^ V " ' 27T J-OO ( ( x 2 + 2)^2 + 2 x 2 ^ + ^ 2 + ^ 3 / 2 
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= W^±I_ (3 49) 
7rx2t2 + x2 + l ' V ' ; 

where formula 2.2.9.22 from Prudnikov et al. [1] is applied, and we obtain (3.47). 
Observing that for all x > 0 the equality 

1 [°° xy/x2 + \dt -I 
ir J-

x2t2 + x2 + 1 = 1 

being directly proved and applying the generalized Minkowski inequality (1.10) we ob­
tain the desired estimate of the difference | |(/e^) — / | | L P - In fact, using representation 
(3.39) we have 

WiLg) - f\\L, = II r H(t + l/e)xel(x, x(l + te\ e)f{x{l + te))dt 
\\J—oo 

<X-T-L- \\H (^±lt +1) W*Ti<? + De 
7T J-oo I2 + 1 || \ X £) 

(3.50) 

where # ( z ) is the Heaviside function. Thus the right-hand side of (3.50) tends to 
zero when e —► 0+ due to the Lebesgue theorem and limit's relation (3.47). So we 
established (3.37) and inversion formula (3.36) for Lp-iunctions. The existence of the 
Hmit almost everywhere on R + follows from the radial property of the Poisson kernel 
(1.14). Theorem 3.2 is proved. • 

From estimate (3.46) the inequality 

| | ( / ^ ) | | L F < C | | ( ^ ) | | L , (3.51) 

holds in view of (3.36). Theorem 3.2 shows that MF[f] = 0, for f(y) € XP(R+), 1 < 
p < oo, iff f(y) = 0. So, in the space MF(LP) one can introduce a norm by the 
equality 

\\9\\MF(Lr) = | | / IU„ g = MF[f]. (3.52) 

It is easily find, that the space MF(Lp) is a Banach space with the norm (3.52) and 
is isometric to Lp. 

The main result of this section is to describe the space MF(LP) in terms of the 
operator It defined in (3.19). 

T h e o r e m 3.3. In order to g(r) G MF(LP), 1 < p < oo, it is necessary and 
sufficiently that the following conditions hold: 

l.i.m.e_o+ {hg) {x) e LP(R+), (3.53) 

« / ^ 1 + ̂ £ ) , £ ) / ( x ( 1 + ̂ £ ) ) _ / ( J , 

W*9) ~ /Ik = II f" H(t + V ' M * . *(1 + *«). e)/(x(l + te))dt 
\\J—oo 

_1_ y°° xy/x2+lf(x) \\ 
irJ-oo x2*2 + x2 + l L 
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and g(r) G Zr(R+;e a r ) , a > 0, 1 < r < oo at the necessity part and g(r) G 
Zr(R+), 1 < r < oo at the sufficiency part. 

Proof. The necessity of condition (3.53) follows from the previous Theorem 3.2 
and from estimate (3.18). Let us prove the sufficiency. Let g(r) G Z r(R+) and 
condition (3.53) holds. We show that in this case there is a function f(x) G XP(R+) , 
such that the equality 

g(r) = MF[f](r) (3.54) 

takes place. From (3.53) we conclude that the function (Ieg) (x) belongs Zp(R+) for 
sufficiently small e G (0,1) and one can evaluate the composition 

MF[(I.g)](T) = | j f P-U2+ir,2(2y2 + 1) (I.g) (y)dy. (3.55) 

At least for smooth functions with compact support on R+, the set of whose is dense 
in Z r(R+) substituting (3.19) in equality (3.55) and changing the order of integration 
by the Fubini theorem, we have the relation 

MF[(I.g)](r) = g,(r) = f~ M(fi, r, c)g{ft)dp, (3.56) 
.70 

where 

(3.57) 
Let us treat integral (3.57). First observe that the uniform inequality 

\M(0,T,e)\ < Ct^l2-6^T*^l2-'-^ 

xj~yl-°Plm{iy2 + i)dy, (3.58) 

is true from estimate (3.16), where 0 < £o < £ < 1, C€ > 0 is a constant and there 
exist such numbers <$i, 62 G (0,7r/2) that 7r/2 — a/r < 8\ < 7r/2, 7r/2 — e < 82 < 
7r/2. Hence we see that from the generalized Minkowski inequality (1.10) the integral 
operator of g in the right-hand side of (3.56) is bounded on the space Z r(R+; e~ a r) . 
Now let us find the representation of the kernel M(/?, r, e). For this substitute integral 
(3.2) into (3.57) and deduce the equality 

2/?sinh((7r-g)^)cosh(7rr/2) 
7r2 cosh(7rp/2) 

x / V1" / Jo(yu)KiT(u)du / Jo(yv)Ki0(v)dvdy. (3.59) 
Jo Jo Jo 

Changing the order of integration in (3.59), we observe that the inside integrals with 
respect to u and v are absolutely convergent and uniformly in y G [0, A] due to 
estimate (1.100) and inequality (3.33). Thus the integral (3.59) can be written in the 
form 

2ygsinh(Qr-£) j3)cosh(7rT/2) 
M(P, r, e) = -5 c o s h ( l r / 9 / 2 ) 

KH' ' ' 2 cosh2Hird 2) 
fX y 1 - e F_i / 2 + i T / 2 (2y 2 + l ) P _ 1 / 2 + W 2 ( 2 j / 2 + l)dy. 
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x lim f°° r KiT(u)Kiff(v)dudv fXy1-'J0(yu)J0(yv)dy. (3.60) 
A-»+oo Jo JO JO 

The polar coordinates give 

2/?sinh((Tr-£)/?)coshQrr/2) M(0,r,e) = -5 cosHwm) 

tirj2 roo 
x lim / d(p / i^tT(rcos^>)Jftrj)g(rsin^)re dr 

A-++00 Jo Jo 
X / V1 sJo{y cos (p)J0(ysin (p)dy. (3.61) 

Jo 
Let us treat the last integral by y. We have 

I y1'* J0(y cos <p)J0(y sin <p)dy 
Jo 

= / y1"'J0(y cos <p)J0(ysin (p)dy 
Jo 
rrX 

+ / 2/1 e My cos (p)J0(ysin<p)dy. (3.62) 

By the second mean value theorem the second integral in the right-hand side of (3.62) 
is equal to 

/•rAi 
/ yJ0(ycos <p)J0(ysin <p)dy, Aj < A. (3.63) 

Making use formula 1.8.3.10 from Prudnikov et al. [2] we obtain 

I yJ0{y cos (p) J0(y sin (p)dy 

__ r\i [cos <pJ\{r\\ cos <p) Jo{r\i sin (p) — sin <pJ\{rX\ sin (p) Jo(r\i cos <p)] 
cos2 (p — sin2 y? 

cos (pJi(cos (p) J0 (sin <p) — sin <pJi(sin<p) J0(cos (p) 
- r~2 • (3.64) 

cos^ (p — sin <p 
To ensure the validity of the passing to the limit by Ai —► oo under the integral sign 
of (3.61) it is sufficient to consider the contribution of the first term of (3.64). That 
is, we estimate the integral 

/ dip I KiT(rcos<p)Kip(rsin<p)re~x 

Jo Jo 

rX1 [cos<£\7i(rA! cos (p)Jo(r Ai siiup) — sin^Ji(rAi sirup) Jo(rXi cos<£>)] 
x 7—5 dr. (3.65) 

cosJ <p — sin <p 
Dividing the outside integral by <p into three parts by taking some fixed number 
£ € (0,7r/4), we obtain 

/ + / + / \d(p KiT(r cos <p)Kif3(r sin y>)re_1 

70 A/4-£ A/4+(J JO 
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r\i [cos (pJ\(r\i cos <p)Jo(r\i sin <p) — sin <pJ\(r\\ sin<p)Jo(rXi cos <p)] 
cos2((p) — sin2(<p) 

= h + J2 4- J3. 

-<ir 

(3.66) 

Let us estimate the integral I\. For this use formula 2.16.33.1 from Prudnikov et al. 
[2] to obtain 

too 
I KiT(r cos <p)Kip(r sin (p)re~1dr 

Jo 

= 2 g
_3sin gy?cot ,T<p 

rw 
r / g + ,-(r + jg)\ r / e + i(r-j9)\ 

- " ■ ( ^ 
+ /?) e - i ( r - 0 ) £; 1 — cot' > ) . £ > 0 . (3.67) 

Accounting the simple inequality (1.147) for the Macdonald function, asymptotic of 
the Gauss hypergeometric function at infinity (1.86) and inequality for the Bessel 
function (3.33) we find that 

\h\<C -r*=\ Koircos^Koirsincpy-'dr 
Jo v s i n n> J° 

' / . 
■*/*-* d<p 

< A I . ! < oo, 
y/sm<p 

(3.68) 

where C, Ce, A are absolute positive constants which do not depend from Ai. Sim­
ilarly we estimate the integral 73. Concerning the integral I2 its estimation can be 
accounted by the behavior of the integrand at the neighborhood of the point (p = 7r/4. 
Indeed, we obtain that 

\h\<cJ 
Jic/i-t : 

d(p 
-i sin (p + cos (p 

< oo. (3.69) 

Thus we established the possibility to pass to the limit under the sign of the iterated 
integral (3.61). Using formula 2.12.31.1 from Prudnikov et al. [2] 

2l-ere T(l-e/2) 
^ y - . J o ( y r C o 8 V ) J o ( » r 8 i n V ) r f » = ^ ^ - i - g i i i v > ) 2 _ r ( £ / 2 ) 

x ^ ( l - | 4 ; l ; , . 2 7 2 y J (3.70) 
\ 2 2 (sin y? +cosy?)2 / 

and integral (3.67) we have the representation 

0 s i n h ( O r - e ) / ? ) r ( l - c / 2 ) 
M{p^e). 27r2r(e/2)r(e) 

/ s i n e + 1 / 2 <p 

'OO 

y1"'J0(yr cos <p)J0(yr sin (p)dy •• 
) (cosy? + s in^) 2 - e r (c /2) 
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cosh( 
cosh( 

r / e + t(r + /?)\ r / g + i (r -m 

^72)/„ Sm ^Cot <**( 2 ' 2 J^ 1 -«**»] 

■ ■ F ( i £ * i 2 s i n 2 y ^ ^ / 3 7 1 \ 
2 *{ 2 ' 2 ' ' ( s in^ + c o s ^ V (cos^ + siny))2-'' l ' 

Let us substitute this value into composition (3.56) preliminary by changing the 
variable tany> = u in integral (3.71). Hence it implies that composition (3.56) is 
equal to 

9.(T) = 
T( l - e /2 ) 

2«2T{e)T(e/2) 

cosh(7rr/2) . . 

r|r(!±*±ffl)r(!±<fcza) 

/?sinh((*- - e)p)M,(p, T,e)g(p)dp, 

where 

cosh(^/2) A 

M1(0, r, e) - Jo 2F, y , , e, 1 - ~2j 

Xa#i V1 - 2 - 2 ; 1; (̂ Tî J (^TIF^ 

(3.72) 

(3.73) 

After the substitution /? = r + et we obtain 

*M-5«frx- «)|r(, + | ( 1 + «))r(£il^)) 

cosh(7rr/2)(r + et) . , r/ w x, «„ , ^ , 
X coeh(x(r + rt)/2) ^ " e ) ( r + £ < ) l M l ( r + £ < ' T ' £ M r + st)dt' (3-74> 

where # ( x ) is the Heaviside function. As we know from estimate (3.58) the kernel 
of (3.74) is a bounded function of three variables. Further, let us prove that the 
following limit relation is true 

1 1 
lim eM(r + et, r, e) = - — — - , r > 0, t € R 

e-+0+ 7T i* -|- 1 
(3.75) 

Indeed, using the self-transformation formula (1.54) for Gauss's hypergeometric func­
tion we have the representation for integral (3.73) as 

x.i , N f°° o ( ■ e ( l - i i ) s(l + it) „ 1 \ M l ( r + et, r, e) = j[ a * (-,r + -L_^, -L_i; e ; ! _ _ j 

„ (e 1 , 4M \ |u - 1 | - M 3 T + 3 , « > ' - , , , 
X2fi (? ?1; jzn?) — 4 m du- (376) 
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For a fixed number 0 < fj, < 1 divide integral (3.76) on the three parts 

„ / e 1 , 4« \ 111 - l|«-lu(3r+2.t)i-« 
X ^ U - 2 ; 1 ; K M ) J J — ^ n — r f w 

s = J i + J 2 + J3. (3.77) 

It is easily seen that integrals el\ and eh tend to zero as e —► 0+, because these 
integrals are absolutely and uniformly convergent by e G [0,1]. Concerning the middle 
integral use the mean value theorem and arrive to the relation 

„ / . e(l-it) e(l + it) 1 \ 

el2=2Fl^tT+±—L,±—L.e.1--j 

x a * (e /2 ,1 /2 ; 1; £ - £ _ ) ^ _ _ _ e £ | „ - ! | - * , , (3.78) 

where \x\ G (1 — /*, 1 + /*). Let us put now /i = e at (3.78). After calculation of 
the integral and using property (1.51) of the Gauss hypergeometric function, we find 
lime_0+ ^h = 1. Hence relation (3.75) can be deduced by using the reduction formula 
(1.23) for the gamma-function . 

As in Theorem 3.2, we derive the following estimates for norms of function (3.56) 
ge{r) in the space £ r (R+;e~ a r ) C Lr(K+) 

l k e ( r ) - ^ ( r ) | | L r ( R + ; e - . r ) 

<- T 7 7 T 7 H ^ r + *)e*(t2 + 1)M(T + et,r,e) 
7T J—oo I + 1 

- 0 ( r ) | U r ( R + ) ^ - + O , c - 0 + . (3.79) 
But, on the other hand, since the operator MF[f] is bounded from LP(R+) into 
Zp(R+; e_Qr)-space, where 1 < p < oo, there exists the limit in Zp(R+; e_otT)-norm 

L i .m , . 0 + MF[/ { ? ] ( r ) = M J1 p. i .m..-0 + (I.g)] (r) = MF[ / ] ( r ) , (3.80) 

where f = Ig e L p (R + ) . Since the operator Mi^[/ey] converges in the norm 
X r(R+;e~Q r) too, then the limit functions must coincide almost everywhere on R+. 
Thus, from equality (3.80) we arrive to (3.54). Theorem 3.3 is completely proved. • 

M^T + et^r, e) = 
L/0 J\-n 7l+MJ 

l« - i | i-1
u(3T+2e l);-« X2Mf'5;1;7^T7v 

xa*k - , r + — j - i . - L ^ ; ^ ! - -



90 Index Transforms 

3.2 The composition theorem of inversion 

We already mentioned in previous Chapter 2 and at the beginning of this chapter 
the importance of the Kontorovich-Lebedev transform (2.1) in connection with so-
called problem of the composition structure of the index transforms. Indeed, using 
known mapping properties of the Mellin convolution type transforms and the K-L 
transform we establish new theorems for familiar index transforms and moreover, we 
construct some new index transforms with hypergeometric type of special functions 
as the kernels. Such approach has been developed recently in Yakubovich and Luchko 
[2] although it should be noted that many important results were obtained earlier (see 
for example, Yakubovich [1], Vu Kim Tuan et al. [1], Vu Kim Tuan [3]-[5], Yakubovich 
[3]-[4], [7]-[8], Yakubovich et al. [1], Samko et al. [1], Pestun [l]-[2], Ryko [l]-[2]). 

Here as the corollary from theorems of the first section we study composition 
properties of the introduced Mehler-Fock transform (3.1) based as you already con­
jectured on the K-L transform (2.1) and the Hankel transform (1.225) of zero index. 
Taking into account integral representation (3.2) let us consider a slightly different 
Mehler-Fock transform, precisely 

rMF[rff(y)](T) = g(T) = 
cosh(7rr/2) L V ^ V ^ J V / *v ' 2cosh(7rr/2) 

xy o ° 0 p_ 1 / 2 + t T / 2 (2 2 / 2 +l )^ / ( 2 / ) ( i t / , r > 0 . (3.81) 

To write the mentioned composition of integral transforms the main problem is to 
interchange the order of integration by Fubini's theorem in the following iterated 
integral (after substitution (3.2) into (3.81)) 

9(r) = r y/yf(y) [^ Jo(yu)KiT(u)dudy. (3.82) 
Jo Jo 

First, using estimate (3.16) show that integral (3.81) is absolutely convergent under 
conditions f(x) € LJ , I P (R+) , v € R, p > 1, where the range of parameter v we define 
below. Indeed, we have 

W)\ < Ce-6* jT P-i/2(2y2 + l)^\f(y)\dy 

< Cxt* [jT' Jy\f(y)\dy + £ J=|/(y)|rfy] 

< C ie-* \(j\(3,2-,)q-1dy)11''+ (/V72"10*"1^)1''] II/IUP, (3.83) 
where q = p/(p— 1). Furthermore, as is evident for the convergence of integrals at the 
right-hand side of (3.83) that are deduced after applying the Holder inequality like 
(1.21) we have to choose the parameter v from 1/2 < v < 3/2. Hence observe that the 
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Mehler-Fock transform (3.81) is a bounded operator from the space LVtP(K+)1 1/2 < 
v < 3/2 into any space £ r (R+) and one can write the equality 

9{T) = 2cosM7rr/2)U-m- e^+ 0 Jo ' P-^^/2(2y2 + l)y/yf{y)dy (3.84) 

meaning the above limit by the Lr-norm. Now from (3.82) we immediately establish 
the equivalent equality as 

g(r) = l.i.m.e-.+o / y/yf(y) f°° J0(yu)KiT{u)dudy. (3.85) 
JO Jo 

Further, for each e > 0 one can change the order of integration in the iterated integral 
(3.85) provided by conditions / /^(R^. ) , 1 < v < 3/2 as it is not difficult to conclude 
from inequalities (1.100) and (3.33). Thus we obtain 

g(r) = Li.m.->+o f ° ^ 7 ^ [^ y/yuJo(yu)f(y)dydu. (3.86) 
J0 y/U JO 

So we already deduced the composition representation of the Mehler-Fock transform 
(3.81) through the K-L transform (2.1) and the Hankel transform (1.225) with the 
power multiplier 1/y/u. According to Theorem 1.21 the Hankel transform (1.225) of 
zero index is a bounded operator from 2/l/>p(R+), 1 < u < 3/2 into Zi_ l />P(R+). Thus 
w~1^2[Jro/](^) € £1/2-i/,p(R+) ano1 due to Lemma 2.3 the K-L operator (2.1) exists 
from the mentioned Hankel transform under condition 1 < v < 3/2. Hence meaning 
the inner limit by the norm of the space Li/2-v>p(R+) one can pass to the limit under 
the Kontorovich-Lebedev operator. Consequently, we obtain the following composi­
tion theorem. 

Theorem 3.4. The Mehler-Fock transform (3.81) is a bounded operator from the 
space Z I / )P(R+), 1 < v < 3/2, p > 1 into the space Z r(R+), r > 1 and its composition 
representation through the K-L transform (2.1) and the Hankel transform (1.225) of 
zero index for all r > 0 is true 

9{r) = Kir L-i=[J0/](z) (3.87) 

In view of this conclude that the Mehler-Fock transform (3.81) belongs to the space 
KL(L1f2-l,tp) (see (2.13)). Moreover, using Theorem 2.2 apply inversion formula for 
the K-L transform like (2.14) to establish the equality 

[J0f](x) = l . i . m . « ^ H , y 2 J / 2 , . j r rsinh((7r - e)r)KlT{x)g{r)dr, (3.88) 

where the limit is meant by the norm of the space Z1_I/>P(R+). In order to invert 
completely the Mehler-Fock transform (3.81) apply again Theorem 1.21, namely the 
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Mellin transform relation (1.226) to obtain the inversion formula for the Hankel trans­
form (1.225) by means of the Mellin-Parseval equality (1.214) (see details in Titch-
marsh [1], Yakubovich and Luchko [2]). Thus accounting that the Hankel transform 
has a symmetric inversion we arrive 

r 2 t°° l 
f(x) = I J0Li.m.,^+o 2 1 / 2 , e J rsinh((7r - e)r)KiT(x)g(r)dT^ 

2 f°° 
Jo o 1 / 2_. / rsinh((7r - e)r)KtT(x)g{r)dr 

7T'iX1l'£ e JO 
= l.i.m.e- (3.89) 2 _ 

>-« Jo 
Here we carry out the limit in (3.89) according to Theorem 1.21 since the inverse 
Hankel transform is one-to-one bounded operator from £1_„ iP(R+) into L„ iP(R+) and 
the last limit is meant by the norm of LVtPi 1 < p < 2. Writing the iterated integral 
that follows from (3.89) we continue 

*2\/x f°° 
f(x) = l.i.m.e-,+0—j- / yeJ0(xy) 

it* Jo 

x f°° r sinh((7r - e)r)KiT(y)g(r)dTdy. (3.90) 
Jo 

Then change the order of integration by the Fubini theorem as it is possible under 
estimates (1.100), (3.33) and (3.83). Thus we finally establish the inversion formula 
like (3.19) for the Mehler-Fock transform (3.81) but by the index of Gauss's hyper-
geometric function (1-47) after calculation of the inner integral by formula (1.101) . 
Precisely, we have 

; W . l i m .„ , 0 ^ r r( i±i±^)r( i±i^) 
xr sinh((7r - e)r)2Fl ^ , ; 1; -x2) g(r)dr. (3.91) 

Theorem 3.5. Under conditions of Theorem 3.4 for 1 < p < 2 the Mehler-Fock 
transform (3.81) has inversion formula (3.91). 

Remark 3 .1 . Letting e = 0 at (3.91) , and using formulae (1.55)-(1.56) after 
substitution integral (3.81) we easily come to expansion (1.233) up to change of vari­
ables and functions. 

3.3 The generalized Mehler-Fock transform 

In this section we introduce the generalized Mehler-Fock transform with the asso­
ciated Legendre function of the first kind P£(z) represented by formulae (1.55)-(1.56) 
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with complex /i =̂  0 in general case. In fact, this kernel we derive for example, from 
integral (1.101), putting there a+ fj, = 1. Namely, we have the formula 

f v-'W»<*)*i = 2- ' -Vr( , + i)lh(W2) 
„ / 1 + ir 1 — ir 0\ 

* > * ( — ' — ; " + 1 ; - ) 
2~ti~1X2fi 7T 

= {x2 + Xyj2 cosher/2)P:W+"l^2x2 + ^ ( 3 9 2 ) 

Similarly define the generalized Mehler-Fock transform by the integral 

9iT) = ^ 7 2 ) f JjT^'^fiVrfiW + 1 W O O * . - * °- (3-93) 

When /i = 0 we immediately obtain the Mehler-Fock transform (3.81). Further, 
invoking with inequalities (1.100) and (3.33) for 3fyi > —1/2 from representation 
(3.92) we have the uniform estimate of kind 

(X2 + ! ) ^ /2 cosh(7rr/2) l P - W M 2 * * + 1)1 

< Ce-^x-1/2 f°° y-^-^Koiy cos 8)dy, 0<8< TT/2, (3.94) 
Jo 

and from the asymptotic behavior of the Macdonald function (1.96)-(1.97) we observe 
the convergence of integral (3.94) for —1/2 < 3fyi < 1/2. Thus we arrive to the 
inequality 

\P:?/2+tT/2(2x2 + 1)| < Ce*l2-6rx-ll2-2*»{x2 + l)*"'2, ft/i < 1/2 (3.95) 

with the right-hand side by variable x as 0(x~1l2"m,i) as x —► 0+ and 0(z~ 1 / 2 - R / i ) 
as x —► oo. Although for our further considerations it is important slightly change 
estimate (3.95) when x € [0,1]. Namely, turning to relation (3.92) use inequality 
x~M| Jfi(x)\ < C, —1/2 < 3ft/i, x > 0 and our estimate becomes 

(X2 + ! ) ^ /2 COsh(7rr/2) l P - W M 2 * * + 1)1 

< Ce~'Tx*'4 /°° K0(y cos 8)dy < C ^ e " ^ , 0 < <5 < TT/2. (3.96) 

Therefore, considering f(x) € £j,)P(R+),p > 1 and applying inequalities (3.95)-(3.96) 
we derive the estimate of the generalized Mehler-Fock transform (3.93) as 

\g(r)\ < Ce-ST \£ y""|/(y)|dy + jH \f(y)\dy (3.97) 
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Making use the Holder inequality find that 

\g(r)\ < Ce-^||/|U, Of it1**™*-1*)1'' + {f y^^dy)1'9] (3.98) 

and integrals at the right-hand side of (3.98) are finite ones provided that 1 < v < 
1 + 3fyi. Thus we established the following theorem. 

Theorem 3.6. The generalized Mehler-Fock transform (3.93) is a bounded operator 
from the space LUtP(R+), 1 < v < 1 + Sfyi, 0 < 3fy < 1/2, p > 1 into the space 
L r(R+), r > 1 and its composition representation through the K-L transform (2.1) 
and the Hankel transform (1.225) for all r > 0 is true 

g(r) = KiT [x-o-Wfofllx)] . (3.99) 

The proof of this theorem one can achieve by the above estimates and the Fubini 
theorem. 

Similarly we obtain the inversion theorem for the generalized Mehler-Fock trans­
form (3.93), sequentially inverting the respective Kontorovich-Lebedev and the Han­
kel transforms. 

Theorem 3.7. If f(x) € ^,P(R+), 1 < v < 1 + Sty, 0 < Sty* < 1/2, 1 < p < 2, 
then for generalized Mehler-Fock transform (3.93) the inversion formula 

fix) = i^^—— Jo r ( ^ ^ J r {-^^j-) 

xrsinh((7r- e)r)2Ft L——, 2 + ^ ; J I + l ; - x 3 J g{r)dr. (3.100) 

is valid. 

Proof. In accordance with Theorems 1.21 and 2.3 combining with Theorem 
3.6 we may conclude that the Mehler-Fock transform (3.93) belongs to the space 
KL(Lz/2+9tfx-u,p)' Consequently, under conditions of this theorem one can invert the 
Hankel transform in (3.99) owing to Theorem 1.21, and we arrive to the iterated 
integral 

f{x) = l . i . m . ^ + o ^ f f^Uxy) P rsinh((1r - e)r)KiTiy)g(T)drdy. (3.101) 
7T* JO JO 

Thus taking in mind the above estimates change the order of integration and use 
formula (1.101) that leads to (3.100). This completes the proof of Theorem 3.7. • 
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3.4 Parseval's equality 

In this section in the same manner as for the Kontorovich-Lebedev transform (2.1) 
we deduce the Parseval relation for the Mehler-Fock transform (3.1). We refer the 
reader to similar questions in Lebedev [4], Lowndes [2], Yakubovich and Luchko [2]. 

Let us consider the Hilbert space of functions L0t2(R.+) normed in accordance with 
(1.19) by 

| | / l k 2 ( R + ) = ( / o
0 0 | / ( 0 | 2 f ) 1 2 . (3-102) 

Following further, introduce the corresponding inner product for two complex-valued 
functions / (x ) , g(x) as 

{f,9) = [f{t)W)j- (3-103) 

Thus for each function f(x) € Zo,2(R+) the respective Mehler-Fock transform (3.1) 
is taken as the limit in mean of the integral 

MF[f](r) = Jl.i.m.j^» T P-i/2+,v/2(2t/2 + l)f(y)dy. (3.104) 
Z Jl/N 

This integral exists as an absolutely convergent one. Indeed, if f(x) € L0y2(R.+ ) , then 
f(x)£ LQ}2([1/N, N]) for any number N > 0. Moreover the estimate 

C l/(y)|2lf < C JUN U{y)l2dy = cH/l^aiw*i) (3-105) 
is valid and consequently, f(x) € L2([l/N, N]). Therefore owing to inequality (3.16) 
and convergence of the integral 

fN P.ll2(2y2 + l)\f(y)\dy 
Jl/N Jl/N 

1/2 

< ( C p - i / 2 ( 2 y 2 + i ) d y ) mL>wN>N»< °°' (3-io6) 

we easily conclude that the Mehler-Fock transform (3.1) of the function / # = 
f(x), x e [1/N, N], f(x) = 0, 0 < x < 1/N exists for all r > 0. Furthermore, 
one can prove that the range of the Mehler-Fock transform (3.104) coincides with the 
weighted Hilbert space L2 (R+; ^-rtanh(7rr/2)J with the norm 

I I M L J ( a + ; ^ , n h W 2 ) ) = \ ( j f r tank ( ^ ) | M r ) | 2 ^ r ) 1 / 2 (3.107) 

and the limit in (3.104) is understood by means of the convergence by norm (3.107). 
Therefore, substituting the value of the Mehler-Fock transform (3.1) within the inner 
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product (MF[f]{r),MF[g](r)) being denned by the Hilbert space (3.107) we have 
formally 

(MF{fl MF\g\) = ^JO°°T tanh ( y ) MF[f](r)MF\g](r)dT 

x^°° P_1 /2+ i r /2(2t/2 + l)g(y)dydT 

= j~W)dyl j f r t anh^) 
xP-1/2+ir/2(2j/2 + l)MF[f](T)dT 

= Jo°°f(yMy)j=(f,9)- (3.108) 7 ^ 

y 

The last equality in (3.108) is established due to (3.19), where we put formally e = 0. 
Motivation of this can be given by the following theorem. 

T h e o r e m 3.8. / / g(x) e I i ( R + ; P-i/2(2:c2 + 1)) and MF[f]{r) € 
£i (R + ; rexp((7r/2 — S)r)), 6 € [0,ir/2), then the Parseval equality is true 

(MF[f],MF[g)) = (f,g). (3.109) 

Proof. The proof of this theorem implies from the Fubini theorem that can be 
performed to apply under inequality (3.16) for the Legendre function and the above 
conditions. More precisely, observe the convergence of the iterated integral 

j H r tanh (?fj \MF[f](r)\ j H |P-1/2+.T/2(2J/2 + l)g(y)\dydr 

< Cj~ P_1/2(2t/2 + l)\g(y)\dy f~ rexp((7r/2 - 6)r)\M F[f](r)\d 

and confirm the desired result. Theorem 3.8 is proved. • 

Letting / = g at the equality (3.109) we obtain that / € Zo,2(R+) and h(r) = 
MF[f](r) e L2 (R+; p-T tanh(7rr/2)). Furthermore, 

l l / I U c C R * ) = I W I ^ R + ^ r t a n h ^ ) ) ' ( 3 ' 1 1 0 ) 

Similarly as in the case of the K-L transform take the space C ^ ( R + ) of the 
smooth functions of the order two with a compact support on R+. As result we 
arrive to the analog of Lemma 2.5 for the Mehler-Fock transform (3.1). 

=ir^hiY)MF^ 
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Lemma 3.2. / / the function f(x) 6 C^{R+) and its support is a compact one, 
then the Mehler-Fock transform (3.1) belongs to the space Lx(R+; y/r). 

Proof. It is not difficult to see that MF[f](r) is continuous function of variable 
r G R+. Further, use Theorem 1.8 of the asymptotic behavior of the Legendre 
function P_1/2+tT(2a:2 + l) by index r —> +oo. Indeed, invoking with formulae (1.155)-
(1.157) as well as asymptotic behavior of the Bessel function (1.92) at infinity we 
obtain 

MF[ / ] ( r ) = 1=0 (^°° c<T»/(y)dy) ,r -> +oo. (3.111) 

Hence we have the estimate like (2.51), namely 

\MF[f](r)\<-^,T>Q, (3.112) 

where C > 0 is an absolute constant. This completes the proof of Lemma 3.2. • 

Corollary 3.1. For functions f(x) from the space C^(H+) the Parseval equality 
(3.109) is true. 

Proof. In fact, in this case we appeal to Theorem 3.2 as well as Theorem 1.8 that 
perform to pass to the limit under the sign of integral (3.19). Thus the equality 

M = 1 r T t a „ h (^-) P_1/2+ir/2(2x2 + \)MF[f)(r)dr (3.113) 
X IT J0 \ I J 

is valid and moreover, this integral is absolutely convergent. Hence one can change 
the order of integration like in the proof of Theorem 3.8 and to obtain the Parseval 
equality (3.109). Corollary 3.1 is proved. • 

Let now f(x) be an arbitrary function from the space L0)2(R+)- Choose some 
sequence of functions from the space C^{K+) with the compact support that is 
convergent to the given function / by norm of the space L0,2(R+)- Denote as in 
Chapter 2 through fn the common term of this sequence and through symbol In the 
least segment which contains the support of the function fn. Since the operator of 
the Mehler-Fock transform is linear one then from Corollary 3.1 the equality follows 

f \fn(x)-fm(x)\2^ = Ij^rUnh ( ^ ) | M F [ / n ] ( r ) - M F [ / m ] ( r ) | 2 d r . (3.114) 

Indeed, the left-hand side of equality (3.114) tends to zero by ra,ra —► oo. There­
fore, the sequence {MF[fn](r)} is the Cauchy one. The completeness of the Hilbert 
space L2 (R+; ^-rtanh(7rr/2)J means the existence of the function h(r) = MF[f] G 
L2 (R+; ^Ttanh(7rr/2)) such that MF[fn\{r) —> h(r) by the norm of this space. 
Since 

MF[fn](r) =*-Ji P_1/2+1T/2(2y2 + l)/„(y)dy, (3.115) 
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then, integrating through by segment [0, r] we obtain 

fT MF[fn](t)dt = J / fn(y)dy f P-l/2+it/2(2y2 + l)dt 
Jo z y/n ^o 

= r P(r,v)fn(v)dy, (3.116) 

where 
i ' K y ) = \ l P-i/2+it,2(2y2 + i)<fc. (3.117) 

Let us consider the left-hand side of equality (3.116). As MF[fn](t) belongs to 
L 2 (R+;£ t t anh (7 r t /2 ) ) , consequently MF[fn](t) G L2{[0;r]). Since MF[fn](t) -> 
ATF[/](£) by the norm of the space L2(R+;£*tanh(7r*/2)) and 

j T \MF\fn){t) - MF[f){t)?dt < C\\MF[fn] - M F [ / ] | | ^ ( R + ^ U a n h ( i r ( / 2 ) ) l (3.118) 

then MF[fn] —► M F [ / ] by the norm L 2 ( [ 0 ; T ] ) . Hence by the Cauchy-Schwarz-
Bunyakovskii inequality we have 

I fT(MF[fn](t) - MF[f](t))dt\ < f \MF[fn](t) - MF[f](t)\dt 
\Jo I Jo 

< V^\\MF[fn] - MF[/]||M[0;Tl). (3.119) 
Therefore, 

lim [T MF[fn](t)dt= [T MF[f](t)dt. (3.120) 
™->oo JO JO 

Similarly we establish the limit at the right-hand side of (3.116). Indeed, the function 
fn(x) £ A),2(R-+) a n d invoking with inequality (1.21) we obtain the estimate 

roo / roo \ 1/2 
I \P(r,y)My)\dy < fjo y\P(r,y)\2dyj ||/n|U0,2(R+). (3.121) 

Thus one can show that for each r > 0 the function P(r , y) E L1)2(R+). In fact, from 
representation (3.2) in view of (3.117) we have 

y/xP(r,x)= I cosh(irt/2)dt y/xJ0(xy)Kit(y)dy. (3.122) 

As is evident from the asymptotic properties of the Bessel functions the integral 
(3.122) is convergent absolutely and uniformly by t. Therefore, we can integrate 
through by t in (3.122) and invoking with the second mean value theorem to write it 
as 

f°° fT 

y/xP(r,x) = CT y/xJQ(xy) I Kit(y)dydt 
Jo Jo 

roo 
= CT y/iJ0(xy)K(T,y)dy, (3.123) 

J0 
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y/x~P(r,x) = CT f°° ^J0{xy)^Ady. (3.124) 
Jo wv 

where CT is some constant which does not depend upon x and the function K(T, y) is 
defined by formula (2.56). Hence formula (3.123) can be written in slightly different 
form, namely 

Mr,y) 
Jo v - ™ ; ^ 

This implies that the right-hand side of (3.124) is the Hankel transform (1.225) of zero 
index and according to (2.60) the function K{r^x)/y/x belongs to the space Z2(R+) 
for each r > 0. Thus as is known in Titchmarsh [1] integral (3.124) is convergent in 
mean value, i.e. the following limit equality is true 

g(r, x) = l.i.m.jv-oo / y/xyJ0(xy) j^dy 
Jo y/y 

= l.i .m. J V_0 0^(r, z), (3.125) 
by the norm of the space Z2(R+). On the other hand, due to the estimate we have 

y/x~P(r,x) fN ^ T , ,K(T,y) , 

L 
JN 

, y/xyMxy) j=r~ dy 
N y/y 

^0-dy - 0, N — oo, (3.126) 
y/y 

where the positive constant AT does not depend upon x according to inequahty 
(3.33). So we conclude that integral (3.124) is uniformly convergent too, and there­
fore the limit function g(r: x) in (3.125) coincides with y/xP(Tjx)/CT and moreover, 
y/x~P(r, x) € L2(R+) or P(r , x) G I i ^ R * ) - From the relation fn —► / by the norm 
of X0)2(R+) and by the Cauchy-Schwarz-Bunyakovskii inequality we have that 

lim / ~ P(r, y)My)dy = f ° P(r, y)f(y)dy (3.127) 
n_fo° Jo Jo 

and passing to the limit at the equality (3.116) obtain that 

f MF[f]{t)dt = r P(r,y)f(y)dy. (3.128) 
Jo Jo 

Since MF[f]{t) G L2 (R+; £Uanh(irf /2)) , then MF[f](i) € L2({0, N]) and 
therefore MF[f](t) € £i((0, N]). Consequently, one can differentiate through by 
r in equality (3.128), and for almost all r > 0 we arrive to the formula 

MF[f](r) = £ j H P(T, y)f(y)dy. (3.129) 

Turning to the Parseval equality (3.109), observe that it is true for all func­
tions f(x) e L0t2(R+) and corresponding Mehler-Fock transforms MF[f](r) £ 
L2 (R+; fa tanh(7rt/2)j by continuity of norms from the relation 

l l /n |L , (R, ) = 11^ n / J I I ^ R ^ t - k O r . / f l ) - ( 3 1 3 0 ) 
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Hence one can write the Parseval equality (3.109) taking g(y) = 1, 0 < y < x, g(y) = 
0,1/ > x. Then 

£ IMdy = | j H T tanh ( y ) j f P_1 / 2 + t T / 2(2«2 + l)duAf F[/](r)<fr. (3.131) 

Denoting by 
P(x, T) = £ P_ 1 / 2 + W 2 (2u 2 + l)At, (3.132) 

after differentiation for almost all x > 0 we obtain the reciprocal formula for the 
inverse Mehler-Fock transform as 

f(x) = —-^J0 Ttznh(—)P(x,T)MF{f](T)dT. (3.133) 

Similarly to results of Section 2.3 prove that formula (3.104) takes place, in other 
words the Mehler-Fock transform MF[f](r) is the limit in mean square by the norm 
of space L2 (R+; ^T tanh(7rr/2)J of the integral 

^ % _ 1 / 2 + , v ( 2 3 /
2 + l ) / ( y ) ^ , 

where f(x) is an arbitrary function from the space Lo,2(R+)- Indeed, in the equality 
7T d t°° 

MF[/ N ] ( r ) = - - / o P(r,y)fN(y)dy 

= ^ C p ( T ' y ) / ( ! ' ) d y (3-m) 
differentiate through due to uniformly convergence of the integral. Thus we deduce 
the formula 

MF[fN](r) = | J" P_1/2+W2(22/2 + l)f{y)dy. (3.135) 

If MF[f] denned by formula (3.129) then the Parseval equality (3.109) gives 

\\MF[f] - M F [ M | | 2
2 ( R + ; ^ T t a n h ( W 2 ) ) = | | / - / „ | | i 0 i 2 ( R + ) 

= / \f(v)\2— -> 0, JV - oo, (3.136) 

which means that MF[f^] —► MF[f] by the norm of the space L2 (R+; - T T tanh(7rr/2)J. 
Similarly we prove the convergence in mean of the sequence {JN} to / by the norm 
of Z,0,2, if 

2x fN /7rr\ 
IN(X) = —J0T tanh ( Y J P-i,2+ir/2(2x2 + l)MF[f\{r)dr. (3.137) 

Thus we proved 

Theorem 3.9. The operator of the Mehler-Fock transform given by formula 
(3.129) maps the space L0y2(R>+) on^° the space L2 (R+; ^ - T tanh(7rr/2)J and its 
inversion is given by formula (3.133). These operators are the limits in mean by 
respective norm of the Hilbert weighted spaces of integrals (3.135); (3.137). 
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3.5 An index-convolution transform related to 
the Mehler-Fock integral 

We now demonstrate the composition method of the integral transform construc­
tions, introducing the index-convolution transform like (2.150) related to the Mehler-
Fock integral (3.1). Using representation (3.2) one can consider the following kernel 

2 * c o s h V / 2 ) f - ^ ( 2 ( x ) 2 + 1)= f MyWAxW, , , , > 0, (3.138) 

and introduce the index-convolution transform of type 

MF]f\(r, x) . S(T, , ) = ^ ^ y f P-w« (2 ( f ) ' + l ) / ( „ ) * . 
(3.139) 

Here (r, x) G R+ x R+ and f(y) is an arbitrary measurable complex-valued function. 
We shall follow to results of Section 2.5 to invert transform (3.139), and first let us 
establish its connection with the index-convolution Kontorovich-Lebedev transform 
(2.150). 

Theorem 3.10. If f e L l /,i(R+), 1/2 < v < 1, then operator (3.139) can be 
represented as 

MF[f](r, x) = KL[(J0f))(T, x), (3.140) 

where KL[f] is the index-convolution Kontorovich-Lebedev transform (2.150) and op­
erator (J»f) is the modified Hankel transform like (1.225) defined by formula 

TOO 

(JJ)(x) = / JM(xt)/(t)A. (3.141) 

Proof. Indeed, according to equality (3.138) the proof of this fact is to change 
the order of integration in iterated integral 

roo roo 
g{r,x)= f{y) J0(yt)KiT{xt)dtdy (3.142) 

Jo Jo 

for almost all x, r > 0. By using estimate (1.100) for the Macdonald function and the 
weighted Holder inequality (1.21) in the inner integral (3.142) it can be estimated as 

j H \J0(yt)KiT(xt)\dt < e-6r ( / o ° 0 ^ 1 ^ ) - 1 | J o ( ^ ) r ^ ) 1 / 9 

Uoo \ 1 / P 

tpu-l\Ko{xt cos 6)\pdt) , (3.143) 
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where 8 G (0,7r/2), p 1 + q 1 — 1. The asymptotic behavior of the Bessel functions 
gives the convergence of integrals at the right-hand side of (3.143), namely 

(J^tq{1-u)-Vo(ty)\qdt)1,q = y"-1 [J^t^u)-Vo(t)\qdt)1/9 < oo, (3.144) 

( f°°t^'^KoixtcosS)\pdt\ P < oo, (3.145) 

for each z, y > 0 when 1/2 < v < 1 as is evident from formulae (1.92)-(1.93), (1.96)-
(1.97). Therefore, the Fubini theorem immediately gives the desired composition 
(3.140) in view of the finiteness of the norm | |/ | |„,i. Theorem 3.10 is proved. • 

Thus we can apply now Lemma 2.7 to estimate the norm of operator MF[f](r, x) 
in the space LU)P(R+ x R+), p > 1 normed by formula (2.152). 

T h e o r e m 3.11. Let f(x) be from the space LVti(JL+) with 1/2 < u < 1. Then 
the operator MF[f] given by formula (3.139) is bounded from the space Lv>1(Tl+) into 
the space Z„>p(R+ x R+), p > 1. 

Proof. At first with the aid of the generalized Minkowski inequality (1.10) one 
can show that the Hankel transform (J0f)(x) from composition (3.140) belongs to 
the space Xi_v>i(R+) under condition / € Z„fi(R+), 1/2 < v < 1. Actually, we have 

||(Jo/)(*)||i-,,i = j f x-" I jf" Mxy)f(y)dy dx 

< r uwvy r *~*vo(*ff)i<fa. (3.146) 
JO J0 

The simple change of variable xy = t reduces the integral with the Bessel function to 
a positive constant under 1/2 < v < 1 and we obtain finally from (3.146) that 

||(Jo/)(*)lli-.M < l l / lk i / f x~"\Jo(x)\dx = C„\\f\\Vtl. (3.147) 

Consequently, one can appeal Lemma 2.7 and invoking with composition (3.140) to 
lead to the expected result. Theorem 3.11 is completely proved. • 

Thus developing ideas of Section 2.5 one can arrive to the inversion of the index-
convolution Mehler-Fock operator (3.139) by means of operator (2.156). However, 
we need to assume some additional conditions concerning the existence of the inverse 
Hankel transform. Namely, due to Titchmarsh [1] from formula (3.141) it follows 
formally that 

/(*)= r xtJ^xtyJJWdt. (3.148) 
Jo 

Letting here JJL = 0 from the above discussions we have that (J0f)(x) € 
Z1_ | />i(R+), 1/2 < v < 1, if f(x) 6 / /^(R-f) . Let us spread the range of parameter 
v up to 1/2 < \v\ < 1. Hence if (J0f)(x) € Z i _ M ( R + ) , where - 1 < v < - 1 / 2 , then 
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the operator at the right-hand side (3.148) exists and maps the space L\-v%\ into the 
space Lu>i for v 6 (—1,-1/2). Precisely, we have the estimate from (3.148) similar 
above 

| | / l k i < ll(^o/)Hi-M f°° x"\J0(x)\dz < oo, (3.149) 
Jo 

if as is evident — 1 < v < —1/2. Due to formula 2.16.21.1 in Prudnikov et al. [1] we 
use now the value of the following integral (see also (1.101)) 

This formula shall contribute to the kernel of the inverse index-convolution transform 
related to (3.139). Observe that composition (3.140) enables to apply Theorem 2.10 
and to deduce the following relation 

(Jof)(x) = l.i.m.e-o+ 5— / / S/cosh((7r - e)r) 
IT' JO JO 

xKiT(xy)g{T,y)drdyy (3.151) 

where g(r, y) = MF\f\{ry y) and the limit is meant by Zi-^i-norm with 1/2 < v < 
1. Meanwhile, the integral at the right-hand side of (3.151) belongs to the space 
Xi_ I / )i(R+) with — 1 < v < —1/2 if we assume that 

f°° f°° e ^ - ' - ^ y - 1 ! ^ , y)\drdy < oo, (3.152) 
Jo Jo 

where 8 € (0,7r/2), —1/2 < v < —1. Indeed, we have the estimate 

/ x~~vdx j I xycosh((7r — e)r) 

xKiT(xy)g(T,y)drdy\ 
< C6 r x1~vK0(x)dx r r e « * — ^ V " 1 ^ , y)\drdy < oo (3.153) 

Jo Jo Jo 
under the above conditions. Consequently, if there exists the limit in (3.151) by the 
Z1_l/>1-norm, with — 1 < v < —1/2, then it coincides with (J0f)(x) and we can invert 
through with the aid of the Hankel operator (3.148). Accounting its boundedness by 
the Z^i-norm we write 

r, \ i . 2sine f°° , _ , jX u f(x) = l.i.m.e-o+ 7— / xtJ0(xt)dt 
IT* JO 

x f°° r yt cosh((7r - s)T)KiT{yt)g{T, y)drdy. (3.154) 
Jo Jo 

jyM«)K»(m=±T{^)Tp±) f t2J0(xt)Kir(yt)dt 
Jo ■-frW-H1?) 

_ (3 + ir 3 -ir . x2\ (3.150) 
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However, one can change the order of integration by Fubini's theorem in the iterated 
integral (3.154) according to estimate as 

/•CO 

/ t2\J0(xt)\dt 
Jo 

roo roo 
x / / y cosh((7r -e)r)\Kir{yt)9{r,y)\drdy 

Jo Jo 

< ex-1-" (/oot«<i+"»-iiJo(<)i«^y 

x( ir*p ( 2"" ) _ i | / r° (* ) | p <")1 
TOO tOO 

x L L e ( (^"< ) T )2/"" i i^ r^)id T^< o°' (3-155) 
where p~x + q~x = 1 and — 1 < v < —1/2. Invoking with equality (3.150) we obtain 
finally from (3.154) that 

/ w = 1.,m.„M!^r(^I)r(^) 

xfJf-«,-.m(^,^^) 
y2 drdy. (3.156) 

Thus we established the following final result. 

Theorem 3.12. Let g(r,x) = MF[f](r,x) and condition (3.152) holds. If 
f(x) € L I / ) 1 (R+ ) , l /2 < v < 1 and the Hankel transform (J0f)(x) € L1_ t / )1(R+), — 1 < 
v < —1/2 is the limit in (3.151) being meant by L\-Uy\-norm, then the inversion for­
mula (3.156) for the index-convolution transform (3.139) is true. 

,W..,„,„^r(i±i:)r(^il) 
f°° f°° i.// \ \ IP (3 + ir 3~iT , x2\ roo roo 
/ / COsh((7T - e)T)2F, 
Jo Jo 

( 6 + IT 6 — IT X \ 



Chapter 4 

Convolution of the 
Kontorovich-Lebedev Transform 

In the preceding two chapters we introduced the Kontorovich-Lebedev and the 
Mehler-Fock integral transforms by index of the Macdonald and the Legendre func­
tions as the kernels, respectively. We investigated their mapping properties in the 
weighted Lp-spaces and obtained some composition relations. 

This chapter deals with new objects as convolutions connected with the index 
transforms mentioned above. These integral operators are fundamentally different 
from the considered convolution operators of Mellin's, Laplace's and Fourier's types. 
It enables us to illustrate various convolution constructions and apply theirs to the in­
vestigation of the respective classes of integral equations of the first and second kind. 
As is shown the demonstrated convolutions of the Kontorovich-Lebedev transform 
have excellent mapping properties within Lebesgue spaces of measurable functions 
which were introduced in Chapter 1. 

4.1 Definition of the convolution, 
mates 

Useful esti-

The purpose of the present consideration is to study the convolution operator 
related to the Kontorovich-Lebedev transform (2.1) defined by the following double 
integral 

I roo roo / l 

v*9^ = 2-xL k exH~2 xu xy yu 
y u x 

f{u)g{y)dudy, x > 0, (4.1) 

where f(x) and g(x) are two functions from suitable functional space. This operator 
was first introduced in Kakichev [1] formally as an example of integral nonstandard 
convolution. Later this operator was considered in detail by the author in Yakubovich 
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[5]-[6], Yakubovich and Moshinskii [1], Yakubovich and Luchko [2]-[3] in slightly dif­
ferent form. Moreover, this convolution was generalized for other index transforms 
and applications to various type of integral equations were obtained. The related 
questions for the convolution (4.1) in the space of generalized function were consid­
ered in Glaeske and Hess [1]. Its analog for the Mehler-Fock transform was studied 
in Glaeske and Hess [2]-[3]. This class of convolutions essentially completes the dou­
ble integral type convolutions in terms of the Mellin-Barnes integrals which were 
investigated in Nguyen Thanh Hai and Yakubovich [1]. 

This chapter is intended to give the reader the series of results and estimates 
related to convolution (4.1) in the weighted spaces LUiP. As a conclusion we extend 
our understanding of these objects and their applications to integral equations. Some 
separate examples of integral equations with convolution (4.1) were considered pre­
viously in Lebedev [6], Yakubovich [5], Yakubovich and Luchko [2]. These equations 
involve operator (4.1) as follows 

( £ / ) ( * ) = / IC(x,u)f(u)du, (4.2) 
Jo 

where we fixed some function g(y) and calculated the kernel K(x,u) by the integral 

KM = if"exp B [y+v+?]) 9{y)dy>x > °- (43) 

We shall touch these questions below and shall demonstrate interesting examples of 
integral equations and their solutions. 

We start to study mapping properties of convolution (4.1). First observe from 
definition that convolution (4.1) is symmetrical (commutative) 

f*9 = 9*f- (4.4) 

Second, if for each x e R+ f(x) > 0, g(x) > 0 (f(x) < 0, g(x) < 0), then (f*g)(x) > 
0, and for f(x) > 0, g(x) < 0, (f(x) < 0, g(x) > 0) the inequality ( / * g)(x) < 0 is 
justified. 

Now one can obtain certain estimates for convolution (4.1) in the Lebesgue Lp-
spaces applying in all cases the Fubini Theorem 1.1. 

Theorem 4.1. Let / ( # ) , g(x) be functions from the space Li/2 , i(R+). Then 
convolution (4.1) exists and satisfies the estimate 

o-X 

l ( / * 5 ) ( x ) | < ^ = | | / | | 1 / 2 , i l l « 7 | | i / 2 , i - (4-5) 

Proof. Using the elementary inequalities 

_- - 1 
l + . - ' * > 0 ' ^ 



Convolution of the Kontorovich-Lebedev Transform 107 

a2 + b2 > 2ab (4.7) 

deduce following relations 

i yoo roo exp (— xu*l ) 
| ( / * < 7 ) ( x ) | < - / o j \ ™ > \f{t)9{u)\dtdu 

2x 

<^rr\iu\mdtdu 
2V2xJo Jo y/t y/u 

= ^ I I / H I / M I M I I / » . I , (4-8) 

which give the desired result. Theorem 4.1 is proved. • 

Theorem 4.2.Let /(a:), g(x) be functions from the weighted space Z/0,i(R+). Then 
convolution (4.1) exists for each x > 0, and moreover, 

l(/**)(*)l<e-x||/IM|ir||o,i- (4-9) 

Proof. By virtue of inequality (4.6) it follows that 

<e-*r\imdt rkwu, (4.io) 
Jo t Jo u 

that implies conclusion (4.9) of Theorem 4.2. • 

The next results involve L-spaces with power-exponential weights. 

Theorem 4.3. Let as usually p > 1, </ > 1, - + - = 1. Let f(x) and g(x) be from 
the weighted space L fR + ;x _ 1 / 2 exp f — TmlSr—))) ' Then ^ e convolution ( / * g){x) 
exists for each x 6 R+, and estimate 

K / . f X , ) l <^5^(. |(1 +_'_5)) 
X H/llL(R+;x-i/2exp(-x/(2min(p,g))) ll5 ,llL(R+;x-i/2exp(-x/(2min(p,g))) 

(4.11) 

holds. 
Proof. According to the definition of the convolution, we have the sequence of 

equalities 
w x 1 roo roo ( I \xt XU Utl\ v*9^ = rJ0 I exp("2;hr+T+d] 

K/*s)wi * i r r ^ {-*£?■) ^ I /CM«)I**« M*°xmhr 

that implies conclusion (4.9) of Theorem 4.2. • 

rhe next results involve L-spaces with power-exponential weights. 

Theorem 4.3. Let as usually p > 1, q>l, - + - = 1. Let f(x) and g(x) be from 

he weighted space L fR + ;x _ 1 / 2 exp f — TmlSr—))) ' Then ^te convolution ( / * g){x) 
zxists for each x F R_i_. and estimate 

(4.11) < ll/ l lL(R+;i-' /2exp(-i/(2miii(p,9))) H5'llL(R+;i-i/»exp(-i/(2mjn(p,«))) 

l ( / . s ) w l < ^i i . x p (_ | ( 1 + _i_J)) 

foo/<fs. 

Proof. According to the definition of the convolution, we have the sequence of 
equalities 

w x 1 roo roo ( I \xt XU Ut~\\ 
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~~ 2x Jo Jo \ 2ut max(p, q) 2x max(p, q)) 

xexpf- . \ . [- + ^ + -}) f(t)g(u)dtdu. (4.12) 
\ 2mm(p, g) L u t x\) 

Recalling inequalities (4.6)-(4.7) to (4.12) and the inequality 

xu xt ut ^ , ,. 1oN — + — + _ > x + u - M , (4.13) 
t u x 

we easily deduce that 

+ ■ l{f,g){x)l<x[^AexJ_x , . 
IW * A ; | - V 8x * v L m a x (p^) 2 m m (p>9)J , 

/ ~ ]Af)i (_ * \ dt r kMexp ( - 1 du (4 14) 
./o v^ V 2min(p ,g) ; Jo y/H F \ 2min(p ,a ) ; ' v ' ; 

and hence relation (4.11) is satisfied. Theorem 4.3 is proved. • 

Theorem 4.4. Let / ( x ) , g(x) belong to the space L(R + ; e~"x/2). TTten convolution 
(4.1) exzste /or eac/i x G R+ and £/ie estimate 

\(f * g)(x)\ < ̂ | | / |L(R + ; e -^) IMlL(R + ; e- - />) (4-15) 

is true. 

Proof. The desired result easily follows from the inequality demonstrated above 
(4.13) applying it to the kernel 

exp 

Indeed, it follows that 

/ 1 (xt xu ut\\ /, . „x 

Consequently, the double integral in (4.1) reduced to the product of two integrals 
with the outer power-exponential coefficient. It gives us inequality (4.15). Theorem 
4.4. is proved. • 

As is obvious from the above theorems that convolution (4.1) is continuous func­
tion of the variable x E R+ and exponentially decreases at infinity. 

\ 2 \ u t x J J (4.17) 

xexp(-4K + T + ? ] )^^ u f(t)g(u)dtdu 



Convolution of the Kontorovich-Lebedev Transform 109 

Theorem 4.5.Let for $la < 1 the function xag(x) be bounded on the half-axis 
(0, oo), and f(x) be a function from L a ) 1 (R + ) . Then the convolution (f*g)(x) exists 
for each x > 0 and 

\(f * g)(x)\ < M 2 - T ( l - «)x-"e-*\\f\\LaAK+), (4.18) 

where M > 0 is a constant. 

Proof. Indeed, observe that 

w x, 1 /°° /°° / 1 \xu ut tx'W , r, N n , ^dtdu 

M f°° t r/ X1 , f°° ( u2 + t2\ ( ut\ „ , 

<m^e-, j?m(±_r it, (4JI) 

which leads us to estimate (4.18). Theorem 4.5 is proved. • 

Theorem 4.6.Let the function xag(x) be bounded for ISlct < 1 on the interval 
(0,oo), and f(x) G L 2 (R + ) . Then convolution (f * g)(x) (4.1) exists for each x G 
(0, oo) and the following estimate is true 

\{f*g)(x)\ < M ^ e x p (-^j | | / | | M I l + ) , (4.20) 

where p > 1 is an arbitrary number, Mi > 0 is a constant. 

Proof. Applying the Holder inequality (1.8) to convolution (4.1), we obtain the 
representation 

I W)?dt) . (4.21) 
Treat now the inner integral in (4.21). Taking the parameters p > 1, q > 1, for which 
- + - = 1 and one can reduce it to the form 
p ? 

f°° ( 1 \xu ut i t l \ , x , f°° ( 1 \xu ut xt\\ 

( 1 \xu ut xt\\ , . , 
-2-q[T + 7 + ll\)9^du- (4-22) 

K/"H.)i<^frir-p(-KT+T+v))«cH,*r 
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Ifexp H [T+7+f ]) *(uH <exp (-?)exp (■ 
Further, the simple inequality (4.7) allows us to obtain that 

t_ 

Q 

x f e x p H ( i + J ) ) l 5 ( w ) , d u - (4-23) 
According to the condition of the present theorem the function xag(x) is uniformly 
bounded on R+, namely xa |^(a:)| < C, where C > 0 is some constant. Thus, we 
arrive to the relations 

f e x pH(i+j)) i s ( u ) i d u 

<cf-Bfe+i))^=cr(i-Q)21"°fe+5)a"1 
= CWl - a)*— ( ^T^) 1 a < C2T(l - a)x°-V-°, (4.24) 

where Ci, C2 are constants. Returning to inequality (4.22) in view of (4.23), (4.24), 
we obtain estimate (4.21). Theorem 4.6 is proved. • 

We attract our attention now to the next result that is formulated in the theorem 
below and estimates the L^p-norm (1.19) of convolution (4.1). 

Theorem 4.7. Let / ( z ) , g(x) £ LP(R+), where 1 < p < 00. Then convolution 
(4.1) of the Kontorovich-Lebedev transform exists and belongs to L„ ig(R+), q = p/(p— 
1), 1/ > 1/p. Moreover, under these conditions 

ll(/*s)(*)IU<C7y|p||/||p, (4.25) 

where C > 0 is an absolute constant. 

Proof. Making use the generalized Minkowski inequality (1.10), we have 

ii(/.*»iu.^(/:«,,-,-'Hrr-(-HT^^]) 
D 1 / ? roo roo 

-Jo Jo I ^ W I 
"i(r^-'(-§(T+"+7))*r*-t <«•> 

The integral by x can be calculated invoking with formula 2.3.16.1 in Prudnikov et 
al. [1] which shows us that 

Kf*"~"M-f(?+!+7)W 
1/9 



Convolution of the Kontorovich-Lebedev Transform 111 

= ( ^ r ^ ) ( ^ + ̂ )- (4-27) 
Hence the right-hand side of the inequality in (4.26) reduces to the double integral 
and the estimate becomes as 

IK/ * 5)11,,, < f Jo°° ( y = f ) fftf'-U (?v^T^) \f(u)g(t)\dudt. (4.28) 

To continue inequality (4.28) apply the Holder inequality (1.8) meaning that it in­
volves multidimensional integrals too. In our case for the double integral we obtain 
that 

Uoo \ l / p / /-oo \ l / p 

|/(u)|'duj (jf |5(t)|p^) • (4.29) 
To establish inequality (4.25) one may prove the convergence of the double integral 
in (4.29) with the Macdonald function ifg^-i) [q\/u2 + t2j. To show it appeal to the 
polar coordinates u = rcosy>, t = rsiny>, r > 0,y> G (0,7r/2). Thus we find 

r o o , 0 0 / u < \ it"-1) , t N 

/ ,TT/2 roo 

= 2^~^ / sm^l/-1\2ip)dip / r^-^Kgi^iq^dr. (4.30) 
JO JO 

Taking into account the asymptotic behavior of the Macdonald function K^(x) by 
formulae (1.96)-(1.97) it is not difficult to conclude that the integral by r is conver­
gent for any v whereas the integral by ip as it is easily seen is convergent only for 
v > 1/p, p = q/(q — 1). Hence denoting integral (4.30) as C we arrive to inequality 
(4.25). This completes the proof of Theorem 4.7. • 

It is naturally to see now that convolution (4.1) belongs to the conjugate space 
L9(R+) if we put in inequality (4.25) v — l/q, q < p that means 1 < </ < 2, p > 2 or 
1 < 9 < 2 , p> 2. 

Corollary 4.1. The convolution operator (4.2) with kernel JC(x,u) in (4.3) is a 
bounded one from the space LP(R+), p > 1 into the space LUiq(R.+ ) , q = p/(p—1), v > 
l/p under condition g(x) G Lp(R+) ; where g(x) is a characteristic function of the 
kernel (4.3). 

Using the Holder inequality let us estimate now the kernel )C(x,u) of operator 
(4.2) provided that g(x) G LP(R+). Indeed, we have 

w-)i^/;-H(7+f+!f))w*« 

(4.29) 

IK/ *«/)!!,, < (jf f ( ^ = f ) ' ( " ^ *,(-) {iVu^fi) dudt^ Kq{v-\) (qVu2 -f t2) dudt IIW**^ rrb?b 

,00 ,00 / u t \ it"-1) , t N 

JO Jo [y/u2+ t2) 
) 

#,(*,-!) (qVu2 + t2) dudt 
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s5(r-»(-i(7+?+T))*r^ '"■> 
Recalling again formula 2.3.16.1 in Prudnikov et al. [1] calculate the integral with 
exponent and deduce the following final estimate 

|K(* ,«) l< l l s l lp(^==j) ' K^(gV^T^)x-^, (4.32) 

where K\(z) is the Macdonald function of the index 1. As it is not difficult to see 
this kernel has immovable singularity at the point x = u —* 0+. Precisely speaking, 
we obtain in this case that )C(x,x) = 0(l/x),x —► 0+. 

4.2 The factorization property. ParsevaPs type 
equality 

In this section we show the connection between the convolution introduced above 
and the Kontorovich-Lebedev transform (2.1) by means of his action through the 
operator of convolution (4.1). Thus one can prove the following theorem. 

Theorem 4.8. Let / ( x ) , g(x) G LP(R+), for l/p < v < 1, p > 1. Then the 
Kontorovich-Lebedev transform (2.1) of convolution (4.1) (f*g)(x) for functions f(x) 
and g(x) exists and is equal to the product of the Kontorovich-Lebedev transforms for 
these functions, namely the factorization property 

Kir[U*g)] = KiT[f}KiT\3) (4.33) 

takes place. Furthermore, the following ParsevaVs type equality holds 

(f * 9)(x) = - / T s i n h ^ T j ^ - i t f f r W / ^ b r ] * - , (4.34) 
7T* JO X 

for any x > 0 and integral (4.34) is absolutely convergent. 

Proof. The existence of the Kontorovich-Lebedev transform (2.1) of convolution 
(4.1) follows from Theorem 4.7, because according to (2.13) K{T[(f * g)\ E KL(Lu,q). 
Hence apply through the Kontorovich-Lebedev operator to convolution (4.1) and 
obtain the iterated integral as 

«"»»-r^rr"(-K?+?+7)) 
xf(u)g(t)dudtdy. (4.35) 
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The inner integral by y is calculated by means of the mentioned Macdonald formula 
(1.103). Hence, change the order of integration in which we perform, motivating it by 
inequality (1.100) and estimate like (2.4). After using the Macdonald formula (1.103) 
we deduce (4.33). Furthermore, taking integral representation 2.16.56.1 in Prudnikov 
et al. [2] for the exponential kernel (4.16), namely the formula 

e X P (~l (v + IT + T)) = ^ r TS'nh^T)K^)Kir(y)KiT{u)dr, (4.36) 

substitute it in (4.1). To change the order of integration use the estimate that follows 
in view of (1.100), precisely we write 

f°° Tsmh(irr)\KiT(x)Kir(y)KiT(u)\dr 
Jo 

< K0(x cos Sx)K0(y cos S2)K0(u cos S3) f°° r smh(7rr)e-T(5l+52+*3)<fT < +oo, (4.37) 
Jo 

where Si G [0,7r/2), i = 1,2,3 and as is obvious one can choose these parameters to 
satisfy the convergence of integral (4.37). Further, apply the Holder inequality, which 
gives us the relations 

\{f*9){*)\ < - ^ 0 ( X C ° S * l ) r r r i n h O r r J e - ^ + H l T 
IT* X JO 

Uoo \ l / g / rex) \ l / g 

Kl(y cos 62)dyj (jfo K< (u cos 63)du) . (4.38) 
Hence we verified in changing the order of integration and immediately establish 
equality (4.34). The Theorem 4.8 is proved. • 

Let us illustrate now special weighted suitable space for convolution (4.1) La = 
L (R+; Ka(x)), a > 0 with norm (1.18) putting there p(t) = Ka(t), p = 1. We draw 
a parallel and slightly modify results from Yakubovich and Luchko [2]. One can prove 
that this space of absolutely integrable functions on R+ with the weight Ka(t) as the 
Macdonald function of index a form normed ring or a Banach algebra with the norm 

fOO 

L . = / Ka(t)\f(t)\dt < +oo. (4.39) 
./o 

First from the asymptotic behavior of the Macdonald function observe the following 
evident embedding 

Lai CLa\ iffai > a 2 . (4.40) 

Theorem 4.9. Let / ( z ) , g(x) be from the space L(R+;Ka(x)). Then convolution 
(4.1) exists and belongs to the class L(R+ ; Ka(x)). In addition, 

I I / * 5 | | L « < I I / I I L - I M I L - . (4-41) 

X I I / I I P I I S I I P 
( too \ 1/g / too \ 1/g 

/ K%(y cos 62)dy) ( / / ^ ( i x c o s ^ d u j • (4.38) 
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Proof. Equality (4.39) of the norm La leads us to the following inequality 

H/*f l lU«= rKa(x)\(f*g)(x)\dx 
Jo 

<\r«Mrrexp U fe+^+»)) I / ^ I*** . (^ 
2 Jo x Jo Jo \ 2 \ u x V J / 

One can perform to change the order of integration by Fubini's theorem in the last 
iterated integral, using the Macdonald formula (1.103), because that integral is con­
vergent and we obtain 

1. /■«> Ka(x) r°° f°° ( l lxy_ uy_ xu\\ 
2 Jo x Jo Jo \ 2 \u x y J J 

x\f(u)g(y)\dydudx = -jQ J \f(u)g(y)\ 

xf«r.(„-,(-I(a + = + =))f*« 
roo rc» 

= / Ka(u)\f(u)\du Ka(y)\g(y)\dy=\\f\\L.\\g\\L.. (4.43) 
Jo Jo 

This completes the proof of Theorem 4.9. • 

As is known from the theory of Lebesgue's integral, the property of the integra-
bility of convolution (4.1) with the positive weight Ka(x) shows that for almost all 
x > 0 it takes finite values. Let us formulate now the theorem that provides the 
validity of formula (4.33) in the space La. 

Theorem 4.10. Let / ( # ) , g(x) be from the space La. Then the Kontorovich-
Lebedev transform (2.1) of the convolution (f*g)(x) exists and is equal to the product 
of the Kontorovich-Lebedev transforms of convolution functions f(x) and g{x), that 
is, formula (4.33) is justified. 

Proof. The existence of the Kontorovich-Lebedev transform for convolution fol­
lows from previous theorem and the estimate 

\Kir[f*9]\<nK0{y)\{f*g){y)\dy 
Jo 

< r Ko(«)|/(u)|<fu r K0(y)\g(y)\dy < oo, (4.44) 
Jo Jo 

owing to embedding (4.40). This allows us to change the order of integration in the 
corresponding iterated integral and use the Macdonald formula (1.103). Theorem 
4.10 is proved. • 
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Our purpose in this section is to consider also the subspace of the space La, which 
we denote as Ljg = Li(R+; Ka(px))y a > 0, 0 < /? < 1. The embedding 

L% C La (4.45) 

evidently follows from asymptotics (1.96)-(1.97) of the Macdonald function and 
L" = La. The next theorem is true. 

Theorem 4.11.Let / ( x ) , g(x) be from the space Z£,s5, 7r/3 < 8 < 7r/2. Then the 
Parseval equality (4.34) holds. 

Proof. Indeed, by virtue of the estimate 

IT* X JO 

J
fOO roo 

' K0(u cos S)\f(u)\du K0(y cos S)\g(y)\dy, (4.46) 
o Jo 

it is easily follows that integrals by u and y are finite, because the same embedding 
(4.40) for the set of spaces L^ is true when /? is a fixed number. Hence according to 
the condition on 8 the integral by r is convergent. Therefore we apply formula (4.36), 
substitute it in convolution (4.1), change the order of integration and invoking with 
(2.1) arrive to the Parseval equality (4.34). This completes the proof of Theorem 
4.11. • 

Note here that the range of the parameter v in Macdonald formula (1.103) is 
an arbitrary complex number. Therefore, by virtue of the condition that f(x) is 
an element of the space La, factorization equality (4.33) can be extended on the 
Kontorovich-Lebedev transform (2.84) Ks[f] with the index s = n + ir from the 
strip |/x| < a. Indeed, due to the asymptotic behavior of the Macdonald function, 
the corresponding integral remains absolutely and uniformly convergent and gives an 
analytic function in the mentioned strip. 

Considering the question of one-to-one correspondence of the function from the 
space La and its Kontorovich-Lebedev's transform Ks[f] of complex index s we ob­
tain the following theorem. 

Theorem 4.12. If the Kontorovich-Lebedev transform (2.84) Ks[f], s = ft + ir 
of a function f(x) from La, a > \fi\ is identically zero, then f(x) is equal to zero 
almost everywhere on R+. 

Proof. Representation (1.99) of the Macdonald function Ks(x) can be written in 
the form 

K»(x) = l f°° e-xcoshu~sudu. (4.47) 
2 J—oo 

Since f(x) £ £(R+; Ka(x)), then according to the estimate 

| jH K,(t)f(t)dt\ = \ | j T f{t)dt j T e-^^-^du 

7T^ T In 7T* X 
/ T smh(7rr)e-3T6dT 

' K0(u cos 6)\f(u)\du 
0 

/ K0(y cos 6) \g(y) \dy, 
Jo 

it is easily follows that integrals by u and y are finite, because the same embedding 
(4.40) for the set of spaces L^ is true when /? is a fixed number. Hence according t< 
the condition on 8 the integral by r is convergent. Therefore we apply formula (4.36) 
substitute it in convolution (4.1), change the order of integration and invoking witl 
(2.1) arrive to the Parseval equality (4.34). This completes the proof of Theoren 
4.11. • 

(4.46) 
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< f°° \f{t)\K^t)dt < oo, (4.48) 
Jo 

when a > \fi\ (see asymptotic of the Macdonald function (1.96)) . Thus using the 
Fubini theorem , we have the following composition representation 

Uf\ = 7 | \F e""" [Lf] (cosh u)} ( - r ) , (4.49) 

where [Ff](—r) is the Fourier transform (1.191) and the symbol [Lf] (coshu) means 
the Laplace transform (1.215) which is calculated at the point coshu. By the same 
way it is easy to show that the function e_/iU[L/](coshu) € Li(K). Indeed, we find 
that 

tcosht dt du /°V"*|f7(i)e-te 
J-oo MO 

roo 
< 2 / \f(t)\Kp(t)dt < oo, \/i\ < a. (4.50) 

Jo 
Hence one can conclude that the Kontorovich-Lebedev transform Ks[f] is an analytic 
function at the strip \fi\ < a. Moreover, according to the well-known property of the 
Fourier transform of an absolutely integrable function (see for example, in Titchmarsh 
[1]) the equality 

/C[/] = 0, s = fi + ir (4.51) 
implies that for almost every u G R 

f ° e-xco&YLUf(x)dx = 0. (4.52) 
Jo 

It is easily to note from properties of the space L(R+; if„(#)), that for u > u0 > 
0, integral (4.52) converges absolutely and uniformly, that is, it defines continuous 
function. Hence, it follows that equality (4.52) is an identity for u > u0 > 0. Further, 
there is e > 0, such that v = cosh(u) — 1 — e > 0. Then equality (4.52) takes the form 

L e-vx}{x)e-{-l+€^dx = 0. (4.53) 
0 

Meanwhile, from identity (4.53) and from the condition of the theorem, it follows that 
the Laplace transform of the absolutely integrable function f(x)e~^£^x is identically 
zero on some closed interval 0 < a < v < b and, moreover, on the right half-plane 
Ifcz > a (for v = z). Therefore, as it is clear from the uniqueness theorem for analytic 
functions, we find that 

i e-zxf(x)e-^xdx = 0, ft* > a. (4.54) 

Now one can use the inverse theorem for the Laplace transform from Titchmarsh [1] 
that reduces us to the identity 

r 
Jo 

f{x)e-{1+e^xdx = 0. (4.55) 
Jo 

Hence the desired conclusion of the theorem can be easily obtained from the proper­
ties of primaries of summable functions . Thus f(x) = 0 for almost every x 6 (0, oo). 
Theorem 4.12 is proved. • 
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4.3 The space La as a normed ring 

For our further applications of convolution operator (4.1) to integral equations 
we need to consider the space La in view of the theory of the commutative normed 
rings (see elements of the theory for instance, in Naimark [1]) . Here we illustrate 
some results from Yakubovich and Luchko [2] for modified convolution (4.1). Our 
key purpose is to prove the analog of the Wiener theorem about existence of inverse 
element of the given normed ring. Obviously, the space La is isometric to 1^(11+) 
and is the Banach space with norm (4.39). Furthermore, owing to Theorem 4.9, one 
can define an operation of multiplication for elements f(x) and g(x) in the form of 
convolution (4.1) in the space La. According to equality (4.4), this operation of the 
multiplication is commutative in the class La. Using the Fubini theorem and Theorem 
4.12, one can establish its associativity and distributivity, precisely the relations 

(f*(9*h))(x) = ((f*g)*h)(x), (4.56) 

(/*(<? + h))(x) = (f * g){x) + (/ * h){x) (4.57) 

for functions / , g, h £ La. Thus, the space La forms a commutative Banach ring 
with the operation of multiplication of elements in the form of convolution (4.1). List 
some properties of the ring La. 

Theorem 4.13. The ring La does not contain the unit with respective to the 
operation of convolution (4.1). 

Proof. First of all, it is not difficult to show that as a result of convolution of a 
bounded function with any function from L a , we obtain continuous function for each 
x > x0 > 0. Indeed, let \g(x)\ < C, where C > 0 is a constant, f(x) belong to the 
ring La and h(x) = ( / * g){x). Then we have 

V * '>(*>! * Tx f f ^ B (? + 7 + ? ) ) {mdydU- (4-58) 
Calculating the integral by u in (4.58) similarly (4.32) it becomes 

l(/ * 9)(x)\ <CT y*l!g2p.\f(y)\d„. (4.59) 
Jo yx* -\- y* 

The integral in (4.59) converges absolutely and uniformly for each function f(x) E 
L a , a > 0, when x > x0 > 0. Indeed, since f(x) G La, then due to embedding (4.40) 
f(x) is an element of the space L°, and by its definition we obtain 

JO y/X2 + y2 JO yJX1 + V 
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^ i/i' / MvMyMvZKWfUu*, (4.60) 
Jo ^-0(2/) 

where C\ is a constant, which depends on XQ. Hence, h(x) = (f*g)(x) is a continuous 
function for x > x0 > 0. If the ring La contains the unit for the operation of convo­
lution (4.1), then each bounded function from La must coincide almost everywhere 
with some function being continuous for x > x0 > 0. Namely, it coincides with the 
function, which can be obtained as a result of convolution of itself with the unit. But 
as is evident, that the Lebesgue space La contains bounded discontinuous functions, 
which differ from the functions that are continuous for x > XQ > 0 on a set of positive 
measure. The function, which is equal to 1 on the interval (a,6),x0 < a, and which 
is equal to zero outside of (a, b) is a simple example. This contradiction shows that 
the class L(R+; Ka(x)) does not contain the unit. Theorem 4.13 is proved. • 

Let us denote by Va = V(R+; KQ(x)) the commutative ring, obtained by means 
of formal addition of a unit to La. Thus, Va consists of elements £ = Ae+ /(£), where 
e is the unit, A is an arbitrary complex number, and f(t) is any element from La. We 
introduce the norm in Va as follows 

IKIIvHAI + H/IU.. (4.61) 

Now let us appeal to some preliminary information from the theory of ideals of the 
rings in Naimark [1]. 

Definition 4.1. The set // of elements of some ring R is called his left ideal, if 

2. From x,y G // it follows that x + y G //; 

3. From x G //, z G R it follows that z • x G //. 

The right ideal is defined analogously. 

Definition 4.2. The set / of the elements of the ring R is called the bilateral 
ideal or ideal in i?, if I is the left and the right ideal simultaneously. 

Definition 4 .3 . The bilateral ideal is called the maximal ideal if it is not con­
tained in any other bilateral ideal of the ring R. 

The problem arises now to find all maximal ideals of the ring Va. Directly from 
Definitions 4.1-4.3 it follows that the ring La is a certain maximal ideal in the ring 
Va. For each element £ of the ring Va let us set by definition 

F{s) = \ + K.\f\t (4.62) 

i./« ± fl; 
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where s is some complex number, Ka[f] is the Kontorovich-Lebedev transform (2.84) 
of index s 6 C. With the aid of Theorem 4.10 one can show that the mapping 
£ —+ -F(s) is a homomorphism of the ring Va in the field of complex numbers. As is 
known from Naimark [1] the maximal ideal M8 generated by this mapping contains 
the set of elements £ = Ae + f(x) of the ring Va such that P(s) = 0. 

The following theorem describes all maximal ideals of the ring Va. 

Theorem 4.14. There do not exist any maximal ideals in the ring Va except of 
La and M5, s = \i + ir, where |/x| < a. Moreover, two ideals MSl and MS2 coincide 
if and only if S\ = ±s2. 

Proof. Let M is a maximal ideal in V a , which differs from La. Then the mapping 

F(f) = f(M) (4.63) 

is a linear functional in Va. But we can consider it as a linear functional in the space 
of summable functions with the weight Ka(x), a > 0. Therefore, 

f(M) = F(f) = f0 f(x)u(x)dx, (4.64) 

where ^Vx is essentially bounded function or it belongs to L^ space , and u(x) ^ 0. 
Since the mapping / —> f(M) is homomorphism, F(f\ • f2) = F(fi)F(f2), where the 
operation of multiplication in the ring is the convolution (4.1), that is, we can rewrite 
this property as follows 

roo roo 

/ fi(x)u(x)dx / f2(y)u(y)dy 
Jo Jo 

It is clear , that the function u(x) must satisfy the following functional equation 

for almost all positive x and y. However, as it follows from the Macdonald formula 
(1.103), the function u>(x) = Ks(x), where s is some complex number satisfies equation 
(4.66). The following lemma describes the solutions of this equation under additional 
assumption concerning asymptotic behavior of the function u(x). 

Lemma 4.1. Let the function u(x)/Ka(x) be essentially bounded for x > 0 and 
let u(x) ^ 0. Then the solution of functional equation (4.66) is the Macdonald func­
tion Ks(x), s — ft + ir, where |/i| < a. 

=i r ^ r r «p (-i ( ^ + - + ^ /. w/.<^**-
= f f «"«f - 1 ?*7+? *"*■ 4.65 

(4.66) 
1 /°° I \ Ixy xu uy\\ u(u) 
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Proof. First show that for any x0 > 0,?/o > 0 the integral 

f°° ( 1 (xv xu uy\\ u(u) , 

converges uniformly in the region x > x0 > 0, y > y0 > 0. Indeed, 

(4.67) 

< 

. T, xl I f°° I \ ( xy xu uy\\ Ka(u)uj(u) . 
\I(x>y)\ = \ exp - - — + — + — I V / \ du 

Jo F V 2 \ u V x)) vr< \\Ka(u) 

II u)(u) || (4.68) 

where (7 > 0 is a constant. It follows, that the integral in the right-hand side of (4.66) 
can be differentiated with respect to the parameters x > xQ > 0 and y > yo > 0. We 
have 

#, v , v 1 f°° ( u2 -f ?/2 u ? / \ ( xy xu uy\ u(u) . 

= {-&-h)h{x>y)-yih{x'y)> (4-69) 

/i(*,y) = /fexp (-1 (^ + y + f j J «(«)**, 

/,(,,„) =/-exp (-If 2 + 2i + !!E))!^A,. 
J0 \ 2 \U y X )) Ul 

where 

(4.70) 

(4.71) 

In the similar manner, we also conclude that 

u(x)u(y) = ( J L _ -L) / , ( * , y) - £/,(*, y). (4.72) 

From equahties (4.70)-(4.72) it follows that 

Mx) ( l 
yu (y)- 4y 4a:V / l ( X , 2 / )~i / 2 ( X , 2 / ) , 

xw (x) u{y) 
\ 4 i 

^jA(x,S/)-^/2(x,3/). 

(4.73) 

(4.74) 

|/(*,y)l = L 
00 / 1 /a;?/ xix wyV Ka(u)u>(u)d\ 

<(r-(-i?)^« / *oJ/o\ [°° , ,KA") , > 

u;(u) < C , 
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Differentiating through by y in (4.73) and by x in (4.74), subtract the second equality 
from the first one. As result we obtain the following differential equation for u(x) 

fcu/fr))'^ - ( ~ , ( . ) ) ' ^ = ( I - fj «(«MV), (4-75) 
which, since the variables x and y are arbitrary, leads to 

u(y) u(x) 

But both sides in the chain of equalities (4.76) are classical Bessel equations (see for 
example Erdelyi et al. [1]) 

!«'(») - f i + -
y V y 

a, (y) + - « ( » ) - ( 1 + - ) w(y) = 0 (4.77) 

with the solution being the Macdonald function K3(y), s = fi + ir, |/z| < a due to 
the conditions of the lemma. Thus Lemma 4.1 is proved. • 

Hence it is not difficult to obtain the conclusion of Theorem 4.14 . Indeed, since 
u(x) = Ka(x\ the maximal ideal M, which is generated by homomorphism (4.62) 
coincides with Ms due to formula (4.64), where the parameter s, 5 = \i + ir is defined 
by the strip |//| < a. By evenness of the Macdonald function Ks(x) with respect to 
the index it follows that two maximal ideals, which are given by the numbers s^ and 
s2, respectively coincide if and only if S\ = ±s 2 . Thus Theorem 4.14 is proved. • 

The mentioned properties of the ring La allow us to establish the following analog 
of the Wiener theorem. 

Theorem 4.15. / / the function T(s), s = fi + ir from relation (4.62) does not 
vanish nowhere in the closed strip |/i| < a, including infinity then there is a unique 
element q(x) from the ring La such that 

1 =\ + K.[q]. (4.78) 
T(s 

Proof. As ^(s) does not vanish nowhere in the strip |/i| < a, then f(x) does not 
belong to any maximal ideal, the set of whose is completely exhausted by Theorem 
4.14. As it is known from Naimark [1], such an element f(x) has a unique inverse 
q(x) in the ring Va, because the mapping ^(s) is a homomorphism. Thus we obtain 
equality (4.78). This ends the proof of Theorem 4.15. • 

Finally, we illustrate the analog of the Titchmarsh theorem (see Titchmarsh [1]) 
of absence of the divisors of zero for convolution (4.1). 

(4.76) y {yu'(yj) 2 _ x (*"'(*)) , , r̂ v z s • 
w(x) 
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Theorem 4.16. Let the functions f(x), g(x) be from the ring La and (f*g)(x) = 
0, x > 0. Then at least one of the functions f(x) and g(x) is equal to zero almost 
everywhere on R + . 

Proof. Indeed, as we noted above equality (4.33) can be extended for the index 
s, 5 = fj, + ir from the strip \\i\ < a, precisely 

K,[(f*g)] = K,[f]K,\9]. (4.79) 

So we find that the right-hand side of equality (4.79) equals to zero. Since the 
functions Ks[f], K^lg] are analytic as functions of the complex variable s in the strip 
|/x| < a, at least one of them is identically zero and Theorem 4.12 leads to the conclu­
sion that at least one of the functions f(x) or g(x) is equal to zero almost everywhere 
on R+. Theorem 4.16 is proved. • 

4.4 Convolution Hilbert spaces 

In this section drawing a parallel with results of Section 2.4 for the Laplace convo­
lution (2.91) we continue to study mapping properties of convolution operator (4.1). 
We use the weighted spaces Up to define the corresponding convolution Hilbert space 
by means of completion respective pre-Hilbert space with the inner product as convo­
lution (4.1). The most important results for this purpose are contained in Theorems 
4.9-4.10 for subspace Up. 

However, let us consider at first the mapping properties of convolution (4.1) at 
the subspace Up with 0 < /9 < 1. 

Theorem 4.17. Let f(x), g(x) be from the space Up, 0 < ft < 1, a > 0. Then 
the convolution (4.1) exists and belongs to the space Up, moreover 

11/^llt.SC^II/llLjllslU-, (4.80) 
where Cp is a positive constant depending only from f3. 

Proof. Actually, by the definition of the norm in the space Up we have 

\\f*g\\L%= rKa(fix)\(f*g)(x)\dx 
JQ 

<- ir^ii:^ H (?+?+T)) «-!*»*-■ <"» 
The inner integral by x corresponds to formula 2.16.9.1 in Prudnikov et al. [1] that 
gives 

1 /«> Ka(px) ( 1 fxy uy xu\\ 

2 Jo - 7 - e X H ~ 2 U + ^ + 7jj^ 
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= Ka ( i [>/u» + y» + 2«yj9 + ^/u2 + y2 - 2uy/?] ) 

x tf„ ( I [^w2 + y2 + 2uy/? - ^ u 2 + y2 - 2uy/3J) . (4.82) 

Thus one can estimate the norm of convolution (4.1) as follows 

| | /*<% < j f J~Ka (1 [^ + y2 + 2uy/3 + yju* + y2 - 2uy/?]) 

x tfa Q [ 7 « 2 + y 2 + 2uy^ - v/„2 + y 2 - 2 u y ^ ] ) | /(u)j(y)|dydu. (4.83) 

Now we need to establish the uniform boundedness of the function of two variables 
u, v given by formula 

, N Ka [\ k/u* + V2+ 2uyff + y/u2 + y2 - 2uyp\) 
F{u>v)= Kjm 

Ka (1 [Vu2 + y2 + 2uy/? - yV2 + y2 - 2uy/5l]) 
x — ^ j^otoj ~ < c " (4-84) 

under conditions 0 < fi < 1, u,u > 0. In fact, from the asymptotic behavior (1.96)-
(1.97) of the Macdonald function it is easily seen that F(w, v) < C for 0 < u, v < oo. 
When u + v —> oo it is clear that 

F(u,v) = O (exp (/3(u + v) - >Ju2 + v2 + 2uvp\\ 

< Cp exp ((/? - ^ ) ( u + u)) = 0(1) , u + v - oo. (4.85) 

This circumstance allows us to change the order of integration in (4.81) due to Fubini's 
theorem and to obtain that 

||/*S||t.<j[~tfa(/?«)|/(u)|*l 

x J™ Ka(py)\g(y)\dy = ||/|U2II</||L?. (4.86) 
This completes the proof of Theorem 4.17. • 

One can easily check that for subspaces L^ the embedding of type 

L% C I ^ J , < f t (4.87) 

is satisfied. Furthermore, for convolution (4.1) the previous theorem gives the validity 
of Theorem 4.10, which means that equality (4.33) holds. 
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Hence to introduce the convolution Hilbert space really more suitable to consider 
the space Lp. Let u(x), x 6 R+ be an arbitrary positive function satisfying the 
conditions 

u{x) e Lx L , l ) ; ! 2 | ^ , „(*) e Ll ( ( l , o o ) ; c - ^ ) ,0 < 0 < 1. (4 88) 

Then one can obtain in view of inequality (1.100) and asymptotic behavior of the 
Macdonald function that the Kontorovich-Lebedev transform (2.1) of the function 
u>(x)/x exists. In fact, we have the estimate 

kf—llsp^Mi—* 
I i x \\ Jo y 

< e"5T ( f1 K0(y cos 6)^-dy + f°° K0(y cos 6)^dy) 
\Jo y J\ V J 

< e"5r (cij\ogyl^dy^C2j^ e-y^8u{y)d^\ < oo, (4.89) 

where 8 6 [0,7r/2) and one can put in (4.88) cos 8 = j5. In our further considera­
tions we need to impose some additional conditions on the function CJ(X). Precisely 
speaking, we have to describe some conditions for the positiveness of the Kontorovich-
Lebedev transform K{r ~ ~ for all r > 0. Obviously, from the representation of the 
Macdonald function KiT(x) through integral (1.98) it follows undoubtedly, that this 
function is real one. Further, by virtue of the composition relation like (4.49) provided 
that conditions (4.88) are true we have 

Ki, 
u(x) 

[ x =fl Fc 
X 

(cosh u) M, (4.90) 

where we mean [Fcf](u) as the cosine-Fourier transform (1.197). Recall now to one 
useful theorem from Titchmarsh [1] (see Theorem 124) to provide some sufficient 
conditions for the positiveness of the composition (4.90). Indeed, by assumptions 
(4.88) the Laplace transform (1.215) of the function u(x)/x depends upon variable 
coshw, u > 0 and it is a bounded function on R + . In addition, it steadily decreases 
to zero as u diverges to infinity. In fact, for ux > u2 we obtain 

I x ) Jo y 

< f 
Jo 

"(»). -y cosh U2 r dy < d f1 logy^-dy + C2 H e-*u>{y)dy < oo, (4.91) 
Jo y J\ Jo y 

and this Laplace transform tends to 0 as u —► -f oo by the Lebesgue theorem. More­
over, we can differentiate this integral by u under the integral sign , namely 

-j^L i - ^ ; c o s h u ^ = - s i n h u / u(y)e-ycoshudy. (4.92) 
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Thus we arrived to the following result. 

Theorem 4.18. Let conditions (4.88) be true for the function u(x) and the inte­
gral in the right-hand side of equality (4.92) be positive, non-increasing, and tend to a 
limit at infinity. Then the Kontorovich-Lebedev transform (4.90) is positive function 
for all T > 0. 

Proof. The proof of this theorem immediately follows from the mentioned Theo­
rem 124 in Titchmarsh [1]. Namely, under the above conditions the Laplace transform 
[L^^-](cosh u) is a bounded function, which decreases steadily to zero at infinity both 
with integral (4.92). Note, that we assumed its positiveness and respective monotonic-
ity under conditions of the theorem. Thus we conclude that the Laplace transform 
[Z/U^p-](coshtx) -g c o n v e x downwards function of variable u. Therefore, composition 
(4.90) with the cosine Fourier transform is positive for r > 0. Theorem 4.18 is proved. 

One can consider now several concrete examples of the function u(x) and the 
corresponding Kontorovich-Lebedev transforms (2.1). Evidently, the function u>(x) = 
x satisfies conditions (4.88). In this case invoking with formula 2.16.2.1 in Prudnikov 
et al. [2], we obtain the following expression for the Kontorovich-Lebedev transform 

r o o 7j-

/ 7Mv)<fr = 9 w ,9V (4-93) 
Jo Zcosn(7rr/z) 

Further, letting for instance, u>(x) = x7 , 7 > 0 write integral 2.16.2.2 in Prudnikov 
et al. [2] as 

(4.94) / V - ^ T ( ^ = 2-|r(X±il) 
The next example is given by the function u(x) = e xx1, 7 > 0. We appeal to integral 
2.16.6.4 from the same item and obtain 

jT y^e-yKiT{y)dy = 2 ~ ^ ^ ± ^ . (4.95) 

The last example here deals with the function u(x) = ze~ 7 r , 0 < 7 < 1. Making use 
formula 2.16.6.1 in Prudnikov et al. [2] we have 

1: smn(7TT)vl — 7 

Note that a series of such examples can be written by using the integrals in the 
mentioned volume of Prudnikov et al. [2] as well as of the convolution and the index 
types. 

Thus we consider below the function 

q(r) = Kir f ^ l , T > 0, (4.97) 

(4.96) 
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as the weighted function for the respective Lebesgue spaces. Take in general two 
complex-valued functions f(x) and g(x) from the space L"os8 C La, 7r/3 < 8 < 
7r/2, a > 0. Then according to Theorem 4.17 the convolution ( / * g)(x) exists 
and belongs to space L<^os6. Moreover, factorization equality (4.33) holds and due to 
Theorem 4.11 Parseval's relation (4.34) holds. Hence multiply through in (4.34) by 
u>(x) and integrate by R+ we obtain the following equality 

roo 
/ ( / * g)(x)u>{x)dx Jo 

= \ [ ° ° ^ ^ /°° T siKh(*T)Kir(x)KiT[f]KiT{g}dT. (4.98) 
7T' JO X JO 

Making use estimate (4.46) and conditions (4.88) for the function u>(x) it follows that 

r 
Jo 

\(f*g)(x)\u(x)dx 

2 f°° UJ(X\ f°° 
< — / K0(xcos 8)-^-dx / Tsinh(7rr)e-3T5<fr 

-K1 Jo X Jo 
yoo roo 

x K0(u cos S)\f(u)\du K0(y cos S)\g(y)\dy (4.99) 
Jo Jo 

and all integrals are convergent under conditions above. Thus finally apply the Fubini 
theorem that enables us to change the order of integration at the right-hand side of 
equality (4.98). So we come to the equality 

f°° / ( / * g)(x)u(x)dx Jo 

2 f°° 
= - TS\nh{*T)q{T)Kir[f)KiT\ci\dT, (4.100) 

71"* JO 

where the weighted function q(r) is defined by formula (4.97). Denote the left-hand 
side of (4.100) by 

n(f*g)(xMx)dx = (f,g). (4.101) 
Jo 

From equality (4.101) and Theorem 4.12 observe that (f,g) possesses by all properties 
of the inner product. With this inner product the set of functions L"os6 becomes the 
pre-Hilbert space. Its completion we shall call as the convolution Hilbert space and 
shall denote it by Sq. So for any elements / 6 Sqi g £ Sg the inner product (/ ,#) is 
defined as well as the norm | | / | | s = \ / ( / 5 / ) - If / £ £cos$> 9 £ ££>sS> t n e n w e have 

(f,9) = / {f * g){x)u(x)dx Jo 

1 r°° u>(x) , f°° f°° I \ \xu xy yu]\ ,. ,-7—7, , 
= - / - ^ d x / / exp - - — + - ^ + ^ - \) f(u)g(y)dudy 

I Jo x Jo Jo \ I [ y u x \) 

Jo Jo 
S„(u,y)f(u)g{y)dudy, (4.102) 
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where 
„ t x 1 f°° u(x) ( 1 \xu xy yu\\ , s»{u>y) = 2/„ 4 r e x p ( - 2 [ 7 + i + i - J j *• (4-103) 

The change of the integration order in (4.102) can be performed by the above estimate 
and the Fubini theorem. Thus if f(x) satisfies the condition 

roo roo 

L L s^y)\^u)^y)\dudy<o°^ (4-104) 
then H/H5 < 00 and f e Sq D L ^ . On the other hand, if f(x) and g(x) satisfy 
condition (4.104), then the Cauchy-Schwarz-Bunyakovskii inequality implies 

\(f,g)\ < \\f\\s\\g\\s, (4.105) 

and it gives us that the integral 
roo roo 

/ / S„(u,y)\f(u)g(y)\dudy (4.106) 
Jo Jo 

is convergent and equality (4.102) is valid. 
Let us denote through Hq = L2(R+; ^■^sinh(7rr)^(r)) the weighted Hilbert space 

of functions h(r) with the norm 

"*""• = IT (C Ts[aH^r)q(r)\h(r)\2dry2 , (4.107) 

where q(r) is the weighted function (4.97). As it follows from (4.100) the operator of 
the Kontorovich-Lebedev transform (2.1) maps the space L"os6 into Hq and moreover, 

O roo 
\\Kirlf}\\l, = - J TS\nh(*T)q(T)\KiT[f]\2dT 

H 7T Jo 

roo _ 
= / {f*f)(x)u(x)dx = \\f\\2

s. (4.108) 

According to the Banach Theorem 1.5 extend by continuity the Kontorovich-Lebedev 
operator for all / £ Sq. So the Kontorovich-Lebedev transform is defined for all 
/ G 5 g , its range KL(Sq) belongs to Hq and for any / G Sq we obtain 

ll/lls = l l# .>[ / ] lk , KiT[f] = 0, iff / = 0. (4.109) 

Consequently, one can conclude that there exists the inverse bounded operator K^[h]. 
By virtue of the definition of norm (4.109) and equality (4.102) we naturally write 
the inner product of two elements y>, ^ at the space Hq by formula 

2 too 
((̂ 7i/>) = —-/ Tsmh(Trr)q(T)ip(T)ip(T)dr. (4.110) 

7T2 JO 

Returning to the considered examples of function u>(x) we immediately obtain the 
respective examples of the Hilbert spaces Sq and Hq with relation (4.100) and condi­
tion (4.104) for each case. For instance, putting UJ(X) = x we use formula (4.93) and 
equality (4.100) becomes 

roo 
/ (f*g)(x)xdx 

Jo 
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2 r°° 
= - / Tnnh{TT/2)KiT\f]Kir\g]dT. (4.111) 

7T JO 

To deduce the corresponding condition (4.104) we need to calculate integral (4.103) 
by means of formula (4.27). Hence we have 

/°° r "» .K^ + y^f^fiy^dudy < oo. (4.112) 

Similarly we can treat other examples (4.94)-(4.96). 
As we noted above if / ( # ) , g(x) G L"os6 then (f*g)(x) G ££>s$ and equality (4.33) 

is true. Hence the following representation holds 

( / * g)(x) = K-J [Kix[f]Kix\g}} ■ (4-H3) 

Therefore, if for two elements of convolution Hilbert space Sq f,g the function 
KiT[f]KiT[g] = (P(T)^(T) G KL(Sg), then the element K~} [(pip] it is naturally to 
call the generalized convolution of the elements f,g and to denote by ( / * g). Let us 
prove that for any / G Sq and g G L"os8 convolution (4.1) exists and the inequality 
of type 

l l /*<7 l l s<sup |V . ( r ) | | | / | | s , (4.114) 
T>0 

holds , where 
/•oo 

tf(T) = KiT[g) = / Kir(y)g(y)dy. (4.115) 
Jo 

Indeed, since the function g(x) G L"osS then owing to the estimate 

10(01 < e _ < T f" Ko(v cos 6)\g{y)\dy (4.116) 
Jo 

we obtain that supT>0 |*/>(r)| = M < oo and consequently, <P{T)II>(T) G Hq, (p(r) = 
Kir[f\. Let us prove now that V?(T)T/>(T) G KL(Sq). There exists some sequence 
fn(x) £ ^cos5 s uch that | | /—/n| |s tends to zero as n tends to infinity. Hence according 
to Theorem 4.17 hn(x) = (fn * g)(x) G L^6 and denoting by ipn(r) = Kir[fn) we 
have (see (4.107)) 

||fc» ~ M l = | | ( / „ " / m ) * S l U = l l ^ r [ / » " / m ] ^ r f a ] l k 

= ll(P» ~ V>m)^lk ^ M I K " V>mlk = M | | / n - / m |U- (4.H7) 
It is clear now, that the sequence hn is convergent at the Hilbert space Sq. Let the 
corresponding limit be h. Then 

Kir[h] = Kir[f]Kir[g} = <f\j)Mj)- (4.118) 

Thus the product <P(T)I/>(T) belongs to KL(Sq). 
We turn now to establish inversion the formula for the Kontorovich-Lebedev trans­

form in the convolution Hilbert space. 
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T h e o r e m 4.19. Let the weighted function u(x) be satisfied conditions (4.88) with 
P = cos 8, 7r/3 < 8 < 7r/2. Then for functions f from the convolution Hilbert space 
Sq for all x > 0 the following inversion formula of the Kontorovich-Lebedev transform 
is fulfilled 

x3L xl-iT2iTT(iT) „ (\-ir , . 3 - i r i 2 

(4.119) 

where the symbol ^tir is described, for instance, in (1.163). In addition, if f{x) £ 
L"os6 C Sq, then formula (4.119) takes like classical form 

(f * ^ ) ( x ) = 4 r r s i n h ( ^ r ) g ( r ) ^ M ^ T [ / ] J r . 
X 7T£ JO X 

(4.120) 

Proof. In order to prove formula (4.119) we start from relation (4.100). Letting 
there g(y) = 1, 0 < y < x; g(y) = 0, y > x we transform the right-hand side of 
equality (4.100), calculating the respective integral /£,T[<7] by formula (2.71) (repeat 
it again for our convenience), namely 

f:KiT(y)dy 
Jo 

xl-iT2iTY{iT) 
\-ir iFa (l 

— IT . 3 — IT X 
— ; ! - « - , - 2 ~ ; T 

(4.121) 

Clearly, that under conditions of the theorem and owing to inequality (4.105) the 
left-hand side of equality (4.100) is an absolutely convergent integral. So invoking 
with notation (4.103) formula (4.100) becomes as 

tX TOO 

/ / SUJ(u,y)f(u)dudy 
Jo Jo 

2 y°° 
= — / r s i n h ^ r W r ) 

IT2 JO 

X & t T 

T 2 , r r ( i r ) n / l - i r , 3 - i r 
-1*2 I —-—; 1 - « " . 

( j ' 4 / J r[/]dr (4.122) 
l-ir l ' V 2 2 

Moreover, this enables us to perform differentiation through by x in (4.122) to obtain 
roo 

/ Su)(u,x)f(u)du 
Jo 

2 d f°° 
= -T-T- \ rsinh(7rr)^(r) 

7T£ ax Jo 

xSL 
c1-*T2 ,vr(tr) „ , 1 — ir H . 3 — ir x2 

l-ir l i r 2 l ^ - ; 1 - t T ' ^ - ; l KiT[f]dr. (4.123) 

However, the left-hand side of (4.123) equals x(f * ^){x) which leads to (4.119). 
Hence formula (4.120) can be easily deduced performing the differentiation under 

/.**<„_ 2 d t°° 
-^-~T~ / T sinh(7rr)g(r) 
TT2X ax Jo 

T sinh(7rr)g(r' 
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the integral by r in the right-hand side of (4.123). We motivate it meaning that 
f(x) e L^g and invoke with inequality (4.46) where instead of g we set the function 
CJ(X)/X 6 ^cos5 under condition of the present theorem. This completes the proof of 
Theorem 4.19. • 

Putting in the formula (4.119) u>(x) = x we attract our attention to the corre­
sponding inversion formula for the space (4.112), namely 

2 d 

x%, 

2 a r°° 
( / * l ) ( x ) = — — / r sinh(7rr/2) 

7TX aX JO 

|V- 'T2'Vr( iT) fl-JT . 3 - » T X2\] 

[ l-ir iF* ( - 2 - ; X ~»T' ~T-' TJJ KiT[f]dT- (4"124) 

Note that if the range of the Kontorovich-Lebedev transform KL(Sq) coincides with 
the space Hq, then for existence of the convolution ( / * g)(x) of elements f,g £ Sq it 
is necessary and sufficiently that the product KiT[f]K{r[g] belongs to the space Hq. 
However, it is true that KL(Sq) = Hq. 

Theorem 4.20. The range of the Kontorovich-Lebedev transform KL(Sq) coin­
cides with the weighted Hilbert space Hq. 

Proof. In fact, in this case there no exists in Hq any element except zero that is 
orthogonal to KL(Sq). Precisely, let (<£>0> Kir[g]) — 0 for arbitrary g G 5, , where the 
inner product means here by formula (4. 110). In particular, take the function g as 
in Theorem 4.19 g(y) = 1, 0 < y < x\ g(y) = 0, y > x. However, the equality 

(^o, £ KiT(y)dy) = ^J~r sinh(7rr)(7(T)^o(r) £ Kir(y)dydT = 0 (4.125) 

after differentiation by x yields 
roo 

/ rsmh(7rT)q(T)ip0(r)KiT(x)dT = 0 (4.126) 
./o 

for all x > 0. The last operation is possible due to absolute and uniform convergence 
of integral (4.126) in view of the estimate 

roo 

/ r smh(7TT)q(T)\(p0(T)KiT(x)\dT 
Jo 

< ^ ^ ) | M k ( / o
0 0 r s i n h ( . r ) g ( . ) e - ^ ) 1 / 2 . (4.127) 

So estimate (4.127) shows that the left hand-side of (4.126) is a function from Li(R+) 
and according to the theory of Fourier integrals in Titchmarsh [1] one can apply 
through in equality (4.126) the cosine Fourier transform (1.197). Changing the order 
of integration by the Fubini theorem and calculating the inner integral by formula 
2.16.14.1 in Prudnikov et al. [2] we obtain new equality as 

/ r sinh(7rr/2)^(r)v?o(r) cos (rlog(x + y/x2-\-l)) dr = 0. (4.128) 



Convolution of the Kontorovich-Lebedev Transform 131 

Hence, observing that owing to the above estimates the integrand in (4.128) belongs 
to the space L a (R + ) by r (one can verify it by using the Holder inequality like in 
(4.127)), appeal to the familiar property concerning the uniqueness of the cosine 
Fourier transform of summable functions from Zq(R+) (see Titchmarsh [1]). It gives 
us that V>O(T) = 0 almost everywhere. Theorem 4.20 is proved. • 

4.5 On the Kontorovich-Lebedev convolution in­
tegral equations 

This section deals with the decision problem of integral equations of the first and 
the second kind which involve the kernel (4.3) and contain the inner integral of the 
Kontorovich-Lebedev convolution (4.1). Such equations were first mentioned in Lebe-
dev [6] and were exhibited in detail recently in Yakubovich [4]-[5], Yakubovich and 
Luchko [2]. Comparing with usual convolution equations of the Fourier, the Mellin 
or the Laplace type (see Titchmarsh [1], Srivastava and Buschman [1], Prudnikov et 
al. [5]) for operator (4.2) it is not so easily to recognize its convolution properties. 
Nevertheless, this class of integral equations is also worth mentioning in connection 
with some applications to problems of mathematical physics (see Lebedev [6]-[7], [9]). 
First as is shown in Yakubovich [4] these equations one can solve using the algebra 
of the introduced convolution (4.1). Here we give some examples of the Kontorovich-
Lebedev type convolution integral equations and their solutions in slightly different 
form than in Yakubovich and Luchko [2] in view of the considered convolution oper­
ator (4.1) and its new properties. Operational method of solution of such equations 
has been developed recently in Yakubovich and Luchko [2]-[3]. 

As is known the most familiar form of integral equation is 

TOO 

f(x) = h(x) + A / K.(x,u)f(u)dy, x > 0, (4.129) 
Jo 

where A is some complex parameter, h(x) and /C(x, u) are given functions, and f(x) 
is to be determined. We shall call such equation as usually the integral equation of 
the second kind. It can be solved by means of the Kontorovich-Lebedev integrals in 
certain special cases meaning such integral equations in which the integral operator 
(4.129) is the convolution operator (4.2) with kernel (4.3). 

Let us consider some examples of explicit kernels (4.3) choosing different functions 
g(x) and calculating the respective integrals. Let g(x) = exp(—xcos/x)^7-1, 0 < \i < 
7r, 3^7 > 0. Then due to formula 2.3.16.1 in Prudnikov et al. [1], the function JC(x,u) 
equals 

K,(x,u) = — f' ^ ^K^Jx2 + u2 + 2xu cos /x) (4.130) 
v ' J (x2+ u2+ 2xu cos pp/2 7VV r y v } 
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and equation (4.129) takes the form 

r/ x , / x x f°° x)f-lulKJy/x2 + u2 + 2xucosxx) r/ X7 / . 101x 

Setting in (4.131) 7 = 1/2 and invoking with the fact that the Macdonald function 
Ki/2{z) reduces to 

*!/»(*) = e - ^ , (4.132) 

rewrite equation (4.132) for this case as 

nr roo exp {—Jx2 -f u2 -f 2xu cos //) 
/(.) = *(.) + A ^ / o ( ^ + u, + 2jMWS/i)1/2 WM* (4-133) 

Conversely, the simplest case of equation (4.133) was considered first in Lebedev [6], 
when \i = 0, namely 

/(*) = A(x) + A^/f T ^P(-x-u)u l / 2 ^ 
V Zx Jo x + u 

Let (7(0;) = (x + a ) - 1 , where a > 0 is a parameter. Then integral (4.3) can be 
evaluated by formula 2.3.16.4 Prudnikov et al. [1] as follows 

rv *. yw/a ( *2 + u2
 t xu\ ( [xu i Vx2 + u2\ 

K M = _ _ e x p [a-^~ + - j erfc \ J - + a - ^ ^ - J , (4.135) 

where 
2 A00 2 

erfc(z) = - / e~l dt (4.136) 
7T J i 

is the error function (see Erdelyi et al. [1]). 
Return to the general convolution operator (4.2). We already noted by Corollary 

4.1 its mapping properties and behavior of the kernel /C(x, u) at the neighborhood of 
the point (0,0). The examples of the kernel JC(x,u) considered above confirm that it 
contains immovable singularity at the origin (0,0). 

We begin from the following homogeneous equation 
roo 

f(x) = A(r) J £ ( * , u)f(u)du, x > 0, (4.137) 

where A(r) is a continuous function on R + of variable r . 

Theorem 4.21. Letg{x) 6 L° = L{R+;K0{x)). / /1 /A(r) = Kir\g], where Kir[g] 
is the Kontorovich-Lebedev transform (2.1), then the function KiT(x)fx satisfies equa­
tion (4.137). 

Proof. Substituting KiT(x)/x in the right-hand side of equality (4.137) and taking 
into account inequality (1.147), we obtain the estimate 

A(T) [°°IC(x,u)KiT(u)—\ < |A(T) | /°° \fC(x,u)\^^-du. (4.138) 
JO U I JQ U 

(4.134) 
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Due to the Macdonald formula (1.103), continue inequality (4.138) as follows 

r |K(* ,u) | t fo (u) - < ^ r K0(y)\g(y)\dy = ^-\\g\\Lo. (4.139) 
Jo u x Jo x 

Hence we perform to change the order of integration by Fubini's theorem and obtain 
identity (4.137) with f(x) = KiT(x)/x. Theorem 4.21 is proved. • 

The partial solution of equation (4.129) is given by the following 

Theorer 

the function 

Theorem 4.22. Let h(x), g(x) G LP(R+), p > 1 and sup\Kir[g]\ < ^. Then 
T>0 ' ' 

irl Jo 1 — XKiT[g\ x 

is a partial Lp-solution of equation (4.129) and the limit is meant by the norm of 
LP(R+). 

Proof. First one can show that the space Z/P(R+), p > 1 is a subspace of the 
space -££oS5, S G (0,7r/2). Indeed, if g £ LP(R+), then by using the Holder inequality 
(1.8) we have 

roo / AOO \ l/q 
yo Ko(ycosS)\g(y)\dy< ^ K*(ycos6)dy) \\g\\Lp < oo (4.141) 

which gives the desired result. Conversely, according to Theorem 2.2 for the function 
h G Z/P(R+) the limit relation is true 

2 r°° K (x) 
h(x) = —l.i.m.£_0+ / T sinh((7r - e)r)-^^-KiT[h)dr. (4.142) 

TTZ Jo X 
In addition, due to the fact h(x) G L°co&8 the following estimate holds 

\KiT[h}\ < e - ^ I W l L ^ , , S € (0,7r/2). (4.143) 

Hence denoting the right-hand side of (4.142) as (Ief)(x) under condition of this 
theorem for KiT[g] we obtain that for each e > 0 

\(hf)(x)\ < CKo{xC°sS)\\h\\Lo rrsmh((n-e)T)e-2^dr, (4.144) 
x cosS Jo 

where C is an absolute positive constant and 6 is chosen from the interval ((TT — 
e)/2, TT/2). Therefore there exists the convolution (4.1) (g*(Ief))(x) provided by the 
estimate 

\{gHlJ)){x)\<-\\h\\L^tr\9(y)\dy 
X COa* JO 

f°° ( 1 Ixu xy yu\\ K0(ucos6) , 
x / exp - - — + — + — du 

Jo \ 2 \y u x )) u 

(4.140) 
0 r sinh((7r - e)r)KiT[h] Kir(x) 

I - AKir[9\ 

2 
f(x) = ^l.i.m.£_o+ J 
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yK0(x cos 6). 
<C- \Lo / K0(y cos S)\g(y)\dy 

cos 6 JQ 

< Cs^^\\h\\LlJ\9\\p, (4.H5) 

where C, C$ are positive constants. To establish this estimate we used the inequality 
(4.84) as well as the Holder inequality (1.8). Hence it is clear that 

Kir[h] £KL(LP), (4.146) 
1 - \Ktr\g] 

taking into account the conclusion of Theorem 2.3, namely, that conditions (2.26)-
(2.27) hold. Moreover, invoking with the Macdonald formula (1.103), Theorem 2.2 
and the Lebesgue Theorem 1.2 we have almost everywhere the limit equality 

Jim AG, * ( / . / ) ) (* ) = ( / * s ) ( * ) 

e^o+ n2x Jo 1 - \KiT\g] 
2 f°° 

= — lim —— I T smh((ir — e)T)KiT(x)KiT[h]dr 
e-*0+ 7T2X JO 

2 f°° rsinh((7r — e)T)KiT[h] r , , XJ T / . r, . /A**-\ 
+ ^ ^ - J o i-XK-M []KiT(X)dr = -h(X) + f(X), (4.147) 

where the last equality it is easy to see from Theorem 2.2. This ends the proof of 
Theorem 4.22. • 

Now consider an equation similar to (4.129) with the kernel (4.3) and A = — 1 

h(x) = f(x) + / JC(x, u)f(u)du (4.148) 
Jo 

with respect to the function f(x) from the space Z/(R+; Ka(x)), where the given 
functions h(x) and g(x) in (4.3) belong to the normed ring L(R+; Ka(x)). Applying 
through by the Kontorovich-Lebedev transform (2.84) with index 5 = n + ir from the 
strip \fi\ < a in equation (4.148) from factorization equality (4.79) for the convolution 
( / * 9)(x) deduce the following algebraic equation 

K.[h) = K,[f}(l + K.\g]), H < «• (4-149) 

If the condition 
l + f f . f a r ] ^ 0 , \n\<a, (4.150) 

holds, then by the analog of the Wiener Theorem 4.15, there is a unique function 
q(x) € La such that 

T+m = 1+KM- (4-151) 

file:///Ktr/g
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Hence we obtain the equality 

K.\f\ = (1 + KM-'Kslh] 

= (1 + K.[q])KM H < « . (4-152) 
which is equivalent to 

roo 

f(x) = h(x) + / Kq(x,u)h(u)du, x > 0, (4.153) 
Jo 

where )Cq(x,u) is a new kernel like (4.3) with the function q(x). It is easily seen, that 
conversely, the function f(x) from formula (4.153) gives the solution of the equation 
(4.148) for any function h(x) from the ring La only under condition (4.150). 

Thus we proved the following 

Theorem 4.23. Let functions g(x) and h(x) belong to the class Z/(R+; Ka(x)). 
Then equation (4.148) is solvable in the class La if and only if condition (5.150) holds. 
Moreover, its unique solution is represented by formula (4.153). 

Corollary 4.2. Equation (4.131) with A = —1 is solvable in the ring L(R+; K0(x)) 
if and only if 

1 + y | r ( 7 - tT) r ( 7 + IT) sin1 '*- ' / ^ ^ ( c o s M) ? 0, r € R, (4.154) 

where P^ZT^^cos fi) is the Legendre function (1.55). 

Proof. Actually, inequality (4.154) means condition (4.150) for the Kontorovich-
Lebedev transform (2.1) of the function g(x) = e~XCOSfix'r~1. To evaluate this we use 
formula (1.102), namely for this case we have 

roo 
/ ^-1e-*C08 '1/rfr(a:)<fe 

Jo 

= ^ ( 7 - i r ) r ( 7 + ir) s i n 1 ^ ^ ^ { a n p) / O . r g R , (4.155) 

which leads us to (4.154). The Corollary 4.2 is proved. • 

Corollary 4.3. Lebedev's equation (4.134) is solvable for A = —2/ir2 in the class 
L(R+; Ka(x)), 0 < a < 1/2, and moreover, its unique solution has the form 

/(,) = h{x) + A r uK^Koi^-^Koiu) 
7T2 Jo X1 — UZ 

Conversely, equation (4.156) is solvable in the ring L(R + ; Ka(x)), 0 < a < 1/2 and 
its unique solution has form (4.134) in the case A = —2/7T2. 

(4.156) 
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Proof. The proof of Corollary 4.3 can be obtained by using the same in­
tegral (4.155), when \i = 0, 7 = 1/2. In this case the result is reduced to 
Ks[g] = 7r3/2/(\/2cos(7T5)), where g(x) = e~xx~lf2. Hence write equation (4.152) 
in the form 

KAf\ = T T ^ T V - M 
1 - | - COS(7!\s) 

= (1 + K.[q\)K.\h\, |p | < a, (4.157) 

where the value of the function q(x) can be obtained by using formula 2.16.33.2 from 
Prudnikov et al. [2] and q(x) = —(2/TT2)K0(X). The corresponding kernel )Cq(x,u) is 
calculated from formula (4.3) and by integral 2.16.9.1 in Prudnikov et al. [2]. It leads 
us to the kernel in the solution (4.156), namely 

*,(,,«) = - 4 - f «p (~\ (XJL + - + UA) *.(»)* 
TT2X Jo \ 2 \ u y x J J 
2 ujuK^Kojx) - xK^Kpju)) 

= —5 o o * (4.100) 
It1 X1 — Ul 

The condition 0 < a < 1/2 arises from the convergence of integral (4.39) for ||<7||z,a < 
+00, where g(x)(x) = e~xx~1^2. Corollary 4.3 is proved. • 

Concerning convolution equation of the first kind like (4.2) 
roo 

/ £(x, u)f(u)du = h(x) (4.159) 
JQ 

briefly note that its solution one can write being based on the factorization equality 
(4.33) for the Kontorovich-Lebedev transform and its range for corresponding space of 
functions. Thus if, for example, we look for a solution in the convolution Hilbert space 
Sq one may take the given function h(x) from Sq as well as the kernel function g(x) 
(see (4.3)). According to Theorem 4.20 the range KL(Sq) coincides with the Hilbert 
space Hq. So from (4.159) we have algebraic equation in terms of the Kontorovich-
Lebedev transform 

KiAf}KiT[g} = KiT[h}. (4.160) 

Hence 

and the solution of equation (4.159) at the space Sq can be written by formula (4.119) 
if and only if the right-hand side of (4.161) belongs to the space Hq. 

4.6 Other convolution constructions 
Our object here is to develop ideas from Nguyen Thanh Hai and Yakubovich [1], con­
cerning generalization of the notion of convolution, starting to consider quite general 
its definition as 

(f*9)(x) = K[K1\f\IC2\g]](x), (4.162) 

(4.161) wffll 
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where /C, /Ct, i = 1,2 are some integral operators, ( / * g){x) is a convolution of two 
functions f(x),g(x) from a suitable functional space. In the monograph mentioned 
above we discussed such generalization for the Mellin convolution type transforms, 
applying the theory of the double Mellin-Barnes type integrals. These results shall 
be established for the Kontorovich-Lebedev and the Mehler-Fock index transforms, 
basing on representation formula (4.36) for exponential kernel (4.16). It shall be 
clear later how to obtain the respective results for other index transforms, appealing to 
compositions of different integral operators of such type. Precisely speaking, we make 
use widely composition representations to generalize convolution (4.1) and arrive to 
the corresponding formula (4.162). Some comments the reader can find in Yakubovich 
and Luchko [2]. However, here we follow our assumption of Lp-properties of the 
considered functions. 

Before proceeding the key constructions we examine formula (4.36). Indeed, in 
view of estimate (4.37) we have the following inequality 

exp (~\ (? + 7 + T ) ) - CK°(xh)K°(vh)Ko("h)> (4-163) 
where C is an absolute constant and /?, = cos6,*, i = 1,2,3, 6t- E [0,7r/2). Therefore, 
one can integrate through in the symmetric kernel (4.36) by any variable x,y,u to 
deduce new convolution kernels. Thus, for example by virtue of formula (1.102), 
taking there a = 1/2, x > 1 one can immediately lead to the equality 

Jo 
tf,v(«)e— ^ = J ^ f - i / w r f r ) , (4.164) 

V U V 2 COSh 7TT 

which enables us to construct the convolution for the Mehler-Fock transform being 
slightly different from (3.1) by simple interchanges of variable and functions. Such 
convolution was mentioned in Yakubovich and Luchko [2] (see also Yakubovich and 
Moshinskii [1]). There it was as a corollary of general constructions in the spaces 
related to the inverse Mellin transform. Nevertheless, here we deduce it directly and 
shall motivate our discussion for Lp-functions. Namely, multiplying through in (4.36) 
by the power-exponential expression (see below) and integrating the left- and the 
right-hand sides by all variables we come to the iterated integral of type 

r°° r°° f°° / 1 fuv vw wu\\ 
5(*.».'>=/„ L L e x p h t + 7 + 7 ) ) 

—xu—yv—tw 
X . —dudvdw 

y/UVW 

A roo roo roo roo 

= - T / / / / rsmh(nr)KiT(u)KiT(v)KiT(w) 
TTl JO JO Jo JO 

— xu—yv—tw 
x ■==—dudvdwdr, x,y,t>\. (4.165) 
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Hence invoking with formula (4.164) and the Fubini theorem that can be performed 
due to estimate (4.163) it becomes at the right-hand side of (4.165) as 

S(x,y,t) = ^ j f ^ f f ) f - ^ W P - ^ ( » ) P - i / W r ( ^ . (4.166) 

On the other hand, the integral in the left-hand side is already calculated in 
Yakubovich and Luchko [2] (see formula (16.45)) and we find 

S(x,y,t) = ^ - l o g ( - — — - — - ^ j , , , „ , * > ! , (4.167) 

where D = x2 + y2 + t2 — 1 — 2xyt and the main values of the square root and the 
logarithm are taken. 

Let us introduce the convolution operator of type 

/
OO TOO 

jf S{x,y,t)f(t)g(y)dtdy,x>l, (4.168) 

where / ( # ) , g(x) are defined on x 6 [l ,+oo) and the kernel S(x,y,t) is given by 
formula (4.167). The Mehler-Fock transform in this case corresponds to the operator 
as 

P-X,2+ir{f} = I" P-l,2+ir(t)f(t)dt, T € R + . (4.169) 

Hence invoking with representation (4.166), multiplying it through by f(t)g(y) and 
integrating [l ,+oo) x [l ,+oo) arrive formally at the following equality 

(f*g)(x) = ^ /0°° ^ o f f j r ) P-V^x)P-^ir{f}P-^iA9}dT. (4.170) 

To motivate it we need to assume some conditions for the existence of the Mehler-
Fock transform (4.169) and to discuss the convergence of the integral (4.170). This 
shall complete our construction of the convolution for the Mehler-Fock transform of 
kind (4.162), where as it is clear the operators /Ct-, i = 1,2 are the same Mehler-Fock 
transforms (4.169) and K means the index operator as 

The desired conditions arise in view of the Holder inequality (1.8) and the generalized 
Minkowski inequality (1.10) applying theirs to estimate the Mehler-Fock transform 
(4.169). Namely, let f(x) be from the space L^p([l ,+oo)), 1/2 < v < 1, p > 1. 
Hence, recall inequality (1.100) and obtain the estimate as follows 

nVl I P - V W T { / } | 
y/2cosh7TT 
too roo du 

/ / ( * ) / i r , r ( « ) e - ' " T ^ 
. / l JO y/U 

(4.171) («/)(«) = ^§ 00 sinh(7rr) „ . x , . . , 
-P-1/2+iT(x)f{T)dT. 
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<e~6T 
L„,p([lf+oo)) 

1/9 
x l K0(u cos S)uu-3/2U i«<1-")-1e-«*<in du 

< qv-lTl^(q(l - ^))e-ST | | / | |Ll / ,p( [1 ,+oo) ) jf°° K0(u cos 6)u"-3>2du < oo (4.172) 

under conditions 1/2 < 1/ < 1,6 £ (0,7r/2),(j = p/(p — 1). Thus by virtue of inequality 
(4.37) which gives the absolute convergence of the integral by r . Let us formulate the 
theorem. 

Theorem 4.24. If f,g € Z/„,p( [l ,+oo)), 1/2 < i/ < l ,p > 1, then the convolution 
( / * # ) (4.168) for the Mehler-Fock transform (4.169) exists and the Parseval equality 
(4.170) holds. In addition, (f * g) e Li-^pQlj+oo)). 

Proof. We have to establish only last proposition in this theorem. Indeed, from 
the above discussions one can estimate integral (4.170) as follows 

f°° dii 
\(f * g){x)\ <C K0(pu)e-™-j=, p € (0,1), x > 1, (4.173) 

JO y/U 

where C > 0 is an absolute constant. Consequently, it is not difficult to see that 
according to the generalized Minkowski inequality (1.10) we have 

roo / f oo \ 1/P 
IK/ * «/)IU1_1,,P([i,+oo)) < C j o Ko(H^-3,2du ( j [ i"(1-")-1e-" t^J 

< Cp^T^ipil - i/)) / Ko(pu)u"-3f2du < oo (4.174) 
Jo 

under the above assumptions on the parameters. This completes the proof of Theo­
rem 4.24. • 

We illustrate now the next example of convolution construction (4.162), integrat­
ing through only once in formula (4.36). For this purpose multiplying through in 
(4.36) by the power-exponential function, integrating it and invoking with formula 
(4.164) we find that 

5(,lM)-jf«p(-l(^ + ^ + ^ - » , ) ) ^ 

2x/2 r°° 
= - 7 ^ / TUnh(irT)P-1/i+iT(x)KiT(y)KiT{t)dT. (4.175) 

y/lt JO 

However, the left-hand side of equality (4.175) one can calculate using formula 2.3.16.1 
in Prudnikov et al. [1] and equality (4.132). Thus we obtain 

V2^exp( -Vy ' + t' + 2*yf) 
5(*' »'t] = fr.+t. + 2^)i/» • (4J76) 
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Hence we can consider two different convolution operators 

, /-oo roo exp (—-v/v2 + t2 + 2xyt) 

(/*fl)l(x) = V^/o I (l2 + t2 + 2xyty/2
 } V¥f(y)9(t)dydt 

TOO fOO 

= / / S(x,y,t)f(y)g(t)dydt,x>l, (4.177) 

, yoo roo exp \—\/x2 + y2 + 2z?/£) 

/■oo roo 
= / / S(t,x,y)f{y)g(t)dydt, x > 0. (4.178) 

Jo Jo 
The following theorems are true. 

Theorem 4.25. Le* f,g G L„,p(R+), 0 < 1/ < 1/2, p > 1. T/ien convolu­
tion (4.177) is defined on [ l ,+oo) ; exists for all x > 1 and belongs to the space 
Z„ iP([l,+oo)). In addition, the equality like (4.162) is valid 

2\/2 r°° 
(f * 9)i{x) = -y=r / r tanh(irT)P_1/2+,-T(i)/r iT[/]A iTb]iT, (4.179) 

y/TT JO 

where KiT[f] is the Kontorovich-Lebedev transform (2.1). 

Proof. Indeed, make use estimates (2.11) and (4.37) to observe the uniform 
convergence by x > 1 of the integral by index of the Legendre function at the right-
hand side of (4.179). Furthermore, we establish the inequality as 

/•oo A*, 

\(f * g)i(x)\ < CH/ILPIMUP / #o(/Me~™-7=, (4-180) 
JO yJU 

where norms (1.19) for the functions f(x),g(x) are finite according to the proposition 
of Lemma 2.1 and conditions of this theorem. Hence, estimate the norm in the space 
LUiP([l,-\-oo)) of convolution (4.177) by using the generalized Minkowski inequality 
(1.10) and arrive to the relation as 

ll(/*s)illw[i.+~))<cil/IUMkp 
roo / re© \ 1/p 

xj K0{/3u)u-"-1/2duU t^^e-^dt) 

<Cp-"TVv{vp)\\f\\p<p\\g\Uv Jo KoiPu)*-"-1"** < oo (4.181) 

under condition 0 < v < 1/2 which gives the desired result. Equality (4.179) follows 
from (4.175) and the Fubini theorem. This ends the proof of Theorem 4.25. • 

Theorem 4.26. Let f(x) be from the space L„)P(R+) and g(x) be from the space 
A/ ,P ( [1>+ 0 0 ) )> where p > 1, 1/2 < v < 1. Then convolution (4.178) is defined on 

t too roo exp (— \ly2 + t2 + 2xyt) 
(/*5)l(*) = ^ / o I {l2 + t2 + 2xyty/2

 ) Vylf(y)g(t)dydt 

(4.177) = / / S(x,y,t)f(y)g(t)dydt, x > 1, 
Jo Jo 

. roo roo exp i — \/x--f y--f &xyi\ 

(f*M*) = V2^Jo I {l2 + y2 + 2xyty/2 'jiMum* 
roo roo 

= / / S(t,x,y)f{y)g(t)dydt, x > 0. (4.178) 
Jo Jo 

2\/2 r°° 
( / * g)i(x) = -7=r / Ttanh(irT)P.1,9+ir{x)KiT\f]KiT]g]dT, (4.179) 

y/TT J o 

/•oo A*, 

\(f * g)i(x)\ < C\\f\l,\\g\\** / #o(/Me~™-7=, (4-180) 
JO yJU 

ll(/*ff)illw(u.+oo))<c||/||1„|M|„ 
roo / roo \ 1/p 

xj K0{/3u)u-"-1/2duU f^e^'di) 

< Cp-'T1"(up)\\f\U\g\l,P JQ K0(Pu)u-v-1'2du < oo (4.181) 
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R+ and belongs to the space L„iP(R+). Furthermore, the equality of ParsevaVs type 
is true 

2v/2 r°° 
(f * 9H*) = -y= / r Unh(Tr)KiT{x)KiT[f]P.,/2+iT[g]dT, (4.182) 

yjlt JO 

where the Mehler-Fock transform P-i/2+iAg] is given by formula (4.169) and KiT[f] 
is the Kontorovich-Lebedev transform (2.1). 

Proof. First confirm the boundedness of the operator K{T[f] provided that f(x) £ 
Li/>P(R+), 1/2 < 1/ < 1, p > 1 in view of Lemma 2.1 and estimate (2.11). Further, 
the Mehler-Fock transform (4.169) is a bounded operator by virtue of (4.172). So 
substituting the value of the kernel S(t,x,y) by formula (4.175), formally change the 
order of integration and lead to (4.182). To motivate it by the Fubini theorem we 
appeal to the estimate of the right-hand side of (4.182). Namely, we find 

f°° r Unh(7rr)\KiT(x)KiT[f}P_1/2+iT[g}\dr 
Jo 

< C | 1/11^^(11+)11^||L„>P([1,+OO)) 
TOO 

xK0(xcosS) / re(7r-^)T(iT, 1/2 < v < 1, (4.183) 
Jo 

where one can choose £ E (7r/3,7r/2) according to inequality (1.100) and the integral 
by r becomes convergent. Hence we deduced equality (4.182) and evidently can con­
clude by virtue of (4.183) that ( / * g)2(x) € L„,P(R+), 1/2 < v < 1. This completes 
the proof of Theorem 4.26. • 

Let us consider at the end of this chapter one convolution integral connected with 
the inverse Kontorovich-Lebedev transform (see, for instance expansion (1.231)). One 
can introduce the following index transform 

roo 
K_ 1 [ / ] ( * ) = / KiT(x)f(r)dr, (4.184) 

where x > 0 and the integration is realized here by the index of the Macdonald 
function (1.98). Inequality (1.100) and the Holder inequality (1.8) immediately give 
us the uniform estimate of operator (4.184). Indeed, if / ( r ) G L^P (R+ ) with v < 
1, p > 1, then we have 

|/C->[/](*)! < K0(xcosS) / e-6T\f(r)\dT Jo 

c - ^ r T g ( i - y ) - i d r j ^ 6e(0,ir/2),q = p/(P-l). (4.185) 

Hence it is easily to conclude that JC~l[f](x) € LJ / jP(R+), 0 < v < 1, combining with 
the above condition on the parameter v. 
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Take now formula 2.16.46.6 from Prudnikov et al. [2] that can be written in terms 
of notations of Chapter 1 (see, for example (1.163)). Namely, we have the integral of 
the product of three different Macdonald functions 

roo 
/ xa-xKil3{x)Ki(:{x)KiT{x)dx 

Jo 

\ T(ir) (a + i/3 + it-iT\ (a - iff + i£ - ir\ 
[T(a-ir) { 2 ) { 2 ) = 9fctT 

{ 2 ) l { 2 ) 
(a +i/3-\-i£ — ir a — i/3 + i£ — ir a -f i/9 — i( — ir a. — ift — i£ — ir 

* 4 3 V 2 ' 2 ' 2 ' 2 ' 
a - i r l + a - * ! ^ ( 4 m ) 1 — ir, 

2 ' 2 
which contains the hypergeometric function \F$(a.\,a>2,a3>a4\ bi,b2, &35z) (1-45) at the 
point z = 1/4 and it depends upon the parameters ^ , ( , r E R and 3fa* > 0. Denoting 
the right-hand side of (4.186) by Sfp^ir define the convolution operator 

( / * 9){r) = Jo°° St0,iiiiTf(P)g(tWdt. (4.187) 

Theorem 4.27. Let f,g G L„,p(R+), 0 < I / < 1 , p > l . T/ien convolution 
(4.187) belongs to the same space L„iP(R+) an<f the following representation is true 
for all r G R+, namely 

roo 

(f*g)(r)= xa-'KiT(x)IC-l[!](x)K-l\g]{x)dx, (4.188) 
Jo 

where the operator JC'1 is given by formula (4.184). 

Proof. It is clear, that this proof is similar to the proof of the above theorems. 
By virtue of estimate (4.185) we obtain for the kernel S?pti{tiT the inequality 

| ^ „ T | < e - ^ + T » 
roo 

x / xa~1K0(x cos 6) K0(x cos 6) K0(x cos 8)dx < oo, $la > 0, (4.189) 
JO 

under the same assumption for the parameter 6. Consequently, the absolute and uni­
form convergence of integral (4.186) is established. Multiplying this integral through 
by f{/3)g{£) and integrating it by measure (R + x R+;d/9d£) with the aid of the 
Fubini theorem arrive to the desired formula (4.184). The belonging to the space 
L1/jP(R+), 0 < v < 1 of the convolution ( / * g){r) follows from the uniform estimate 

l ( / * * ) ( T ) | < C 7 e - * , (4.190) 

that can be deduced from inequality (4.189). Theorem 4.27 is proved. • 



Chapter 5 

General Index Transforms 

In this chapter we study general index transforms, basing on the theory of the 
Kontorovich-Lebedev transform from Chapter 2. We need to use very important re­
sults from the Mellin transform Lp-theory in Chapter 1. In fact, as we already know 
the hypergeometric structure of the index kernels enables to apply the Mellin-Parseval 
equality like (1.214) and investigate the questions of the mapping and invertibility for 
the index integral operators. Such objects are slightly exhibited in Section 2.5, where 
we introduced enough general index kernel (2.128). Here we develop this approach 
and give several examples of index transforms with special functions as the kernels 
being listed, for instance, in Chapter 1 as particular cases of Meijer's G-function. 

However, our purpose at the beginning of this chapter to apply rigorous results 
from the theory of Banach spaces of analytic functions in the complex domain to ex­
tend the respective properties for key index transforms as the Kontorovich-Lebedev 
and the Mehler-Fock index operators. Namely, their composition structure allows to 
recall familiar theorems of the identification of images of the Laplace and the Fourier 
transforms in the Hardy type spaces (see Duren [1]) and to prove the analogs of the 
Paley- Wiener theorem for the index transforms in Hilbert spaces. Analytic properties 
of the mentioned transforms have been studied in Chapter 2. Here using elements of 
the theory of the Hardy spaces we extend the Kontorovich-Lebedev transform and 
the Mehler-Fock transform to the variable from a complex domain. Moreover, we 
draw a parallel with the classical Hardy spaces and their Hilbert's analogs as the 
Bergman-Selberg space and the Szego space. It allows us to identify the image of the 
mentioned index transforms like for the Fourier and the Laplace transforms in clas­
sical cases. We refer the reader to the questions that are considered in detail for the 
Fourier transform, the Laplace transform and some other familiar integral transforms 
with using the theory of reproducing kernel Hilbert spaces by Aronszajn [1], Bergman 
[1], Saitoh [3]. Concerning the theory of the Hardy spaces see, for instance, Duren [1]. 
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5.1 The Kontorovich-Lebedev transform in a 
complex domain. Analogs of the Hardy type 
spaces and the Paley-Wiener theorem 

At first to introduce the Kontorovich-Lebedev transform which we shall investigate 
in this section let us attract the attention of the reader to the classical elements of 
the theory of the Hardy spaces and their Hilbert analogs. 

As is known the classical Hardy type Hp spaces are defined for 0 < p < oo to 
consist of those functions i7*, holomorphic (analytic) in the right half-plane, with the 
property that fip(F,x) is bounded for x > 0, where 

^F^ = {hl-JF{x+iy)Vdy) • (5J) 

There is the well-known connection between these spaces and Laplace transforms 
F(z) = [Lf](z) (1.215) of a complex variable z, IStz > 0 of functions / G LP(R+), 1 < 
p < 2. However, if we consider the Fourier transform like (1.191) 

TOO 

F{z) = I fWdt, (5.2) 
Jo 

where the variable z lies at the upper half-plane and / £ LP(R+), 1 < p < 2, then it 
corresponds to the case of the Hp spaces with 

H,(F,y) = ( ^ / _ ~ \F(x + iyWdx)1 " (5.3) 

and y > 0. As is evident the case p = 2 related to the Hilbert spaces. More precisely, 
one can define here the Szego spaces 

/ 1 roo \ l / 2 
l | F " = «>S V2^ /-co | F (* + iy)?dy) ' (5 '4) 

/ 1 roo \ l / 2 
| | F | | = sup ( — / |F(x + iy)|2dx) . (5.5) 

y>0 \^7T J-oo J 

Thus equalities (5.4)-(5.5) determine the Hilbert spaces H with the respective inner 
product ( , )JJ- Following the general theory of reproducing kernels from Aronszajn 
[1] one can describe the Hilbert space H admitting some reproducing kernel / f (z ,u) , 
which is the function of two complex variables z, u from the respective domain and 
the bar means usual complex conjugation. Let us demonstrate this application in the 
case of the Fourier and the Laplace transform. 

Turn now to the Laplace transform (1.215) in slightly modified form as 
roo 

F(z) = [Lf\(z) = J e-'/Wt2"-1*, (5-6) 
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where z belongs to the right half-plane &z > 0 and f(t) G L„,2(R+)> v > °- T n e n a c" 
cording to the Holder inequality (1.21) and invoking with (1.19) estimate the absolute 
value of the Laplace transform (5.6) as follows 

\F(z)\ < | | / | | „ 2 ( j T e - 2 « 'V- 1 «f t ) 1 / a < oo, (5.7) 

when v > 0 and it defines the analytic function in the open right half-plane {R + : 
?fcz > 0} due to usual test of an absolute and uniform convergence of integrals with a 
complex parameter and Morera's theorem. Call the identity 

HM-fre-*^**-^ (5.8) 

for Sftz, $lu > 0, v > 0. This function is identified with the uniquely determined 
reproducing kernel by the corresponding Hilbert space related to the Laplace integral 
(5.6). Namely, as is known identity (5.8) implies that the image of the space L^R- i - ) 
under the Laplace transform [Lf](z) coincides with the Bergman-Selberg Hilbert space 
Hu (see Saitoh [4]) admitting the reproducing kernel (5.8) H(z,u). Namely, the 
Bergman-Selberg space Hu consists of the functions F(z) analytic in the right half-
plane z G R + , $lz > 0 with finite norms 

I I F H " = / 2r x ( / L \F{z)\2x^2dxdy)U2 ,z = x + iy. (5.9) 
^7rr(2^ - 1) V -/R+ / 

Thus, since the set of functions {e~zt, z G R-f} is complete in LUi2(R>+) w ^ have from 
(5.8) that any member F(z) in Hu is expressible in form (5.6) for uniquely determined 
function / G L^2(R+) satisfying 

Uoo \ 1/2 

\f{t)\H*>-ldt) < o o . (5.10) 

Prove now directly that for v > 1/2 the Parseval-Plancherel identity 

I \f{t)\H^dt (5.11) 
0 

is true. Indeed, by definition of the norm (5.9) the double integral at its right hand-
side by R + can be calculated invoking with the Fubini theorem and usual Parseval's 
equality for the Fourier transform (1.191) (see, for instance Titchmarsh [1]). First we 
find that for any F £ Hu the Fubini theorem implies that integrals 

/
oo 

\F(x + iy)\2dy (5.12) 
-oo 

absolutely converge for almost all x G R+. Invoking with formula (5.6) and substi­
tuting it in integral (5.12) use the Parseval identity for the Fourier transform and 
obtain that 

/ \F(x + iy)\2dy = 2ir e-2xt\f(t)\2&~2dt (5.13) 

Uoo \ 1/2 

\f{t)\H*"-ldt) < o o . 

.In 

(5.10) 

(5.11) 

Prove now directly that for v > 1/2 the Parseval-Plancherel identity 

s true. Indeed, by definition of the norm (5.9) the double integral at its right hand-
;ide by R + can be calculated invoking with the Fubini theorem and usual Parseval's 
equality for the Fourier transform (1.191) (see, for instance Titchmarsh [1]). First we 
ind that for anv F G H„ the Fubini theorem implies that integrals 

/
oo 

\F{x + iy)\2dy 
-oo 

(5.12) 

/•OO TOO 

/ \F{x + iy)\2dy = 2ir e-2*'|/(<)|V"-2<ii. (TL 1 Q \ 
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Hence integrating through by x G R+ in (5.13) after multiplying through there by 
x2u~2 and using Fubini's theorem, we calculate the inner integral by formula (1.22) 
for v > 1/2 and arrive to the equality 

/ / \F(x + iy)\2x2"-2dxdy 

= 41-"7rr(2i' - 1) r | / ( t ) | V " 1 * . (5.14) 
Jo 

This leads to (5.11) according to (5.9). The limit case v = 1/2 comprises the famous 
Szego space with norm (5.4) and the respective reproducing kernel (5.8) corresponds 
to the Laplace transform (1.215) of the complex variable z of a function / G L2(R+). 
Furthermore, F{z) = [Lf](z) is analytic function in the right half-plane, and as is 
well known in the theory of analytic functions, that F(x -f iy) satisfying (5.4) has a 
non-tangential boundary values almost everywhere on the imaginary line (x — 0). It 
gives the familiar Paley-Wiener theorem (see Akhiezer [1], Duren [1]). 

Theorem 5.1. A function F(z) belongs to the Szego space with norm (5.4) if and 
only if it has the form (1.215) for some f G Z/2(R+). 

Next, one can spread the Bergman-Selberg space (5.9) on the general exponent p, 
where 1 < p < 2, q = p/(p — 1), considering the functions F(z) analytic in the right 
half-plane z G R + , %tz > 0 with finite norms 

re= r(P(,-i) + i) / / ^ T O l ^ - 1 ^ ^ * = * + *• (5-15) 
In this case the Laplace transform (5.6) can be estimated by inequality (1.21) as 
follows 

Uoo \ 1/q 

e-'^'V-Ut) < o o , q = p/(p-l) (5.16) 
under condition v > 0 and / G / /^(R^. ) . Further, make use Theorem 1.14 and 
inequality (1.193). It gives us the estimate for the Laplace transform F(z) (5.6) as 

/
oo ^oo 

\F(x + iy)\"dy < (27r)1+("-«)/2 / e-pi<<p<2"-1>|/(*)|',<ft. (5.17) 
-oo JO 

Hence in the same manner multiplying through by xp^~^ in inequality (5.17) and 
integrating then by x G R + immediately obtain that 

J J + \F(x + iy)\H^-^dxdy 

< (27r) 1 + ( p - 9 ) /y( 1 -^- 1 r (P ( i / - 1 ) + 1 ) j°° \f{t)\n^-xdt (5.18) 

provided that / G L ^ R * ) , v > 1/tf. Thus according to the definition of norm (5.15) 
we finally arrive to the estimate 

ll*W < ll/IK,- (5.19) 

Uoo \ 1/q 

e'^H^dt) <oo, q = p/(p-l) 
(5.161 

/
oo *oo 

\F{x + iy)\"dy < (27T),+<P-»)/2 / t-fXtt"^-^\f{t)\"dt. 
-oo JO 

5.17) 
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Similar realization of the Hilbert space admitting the reproducing kernel can be 
given for the Fourier transform (5.2) of L2-functions f(t). In this case we obtain 
analytic functions F(z) in the upper half-plane U € C. As is known the corresponding 
reproducing kernel one can deduce from the identity 

H(z,u) = / e^e-^dt = , (5.20) 
Jo z — u 

where z,u € U and the set of functions {e~ttz,z € U} is complete in L2(R+). Some 
details the reader can find in Duren [1]. It is naturally to expose here the respective 
Paley-Wiener theorem. 

Theorem 5.2. A function F(z) being analytic in the upper half-plane U of the 
complex plane C belongs to space (5.5) if and only if it has form (5.2) for some 
f e i2(R+). 

Let us begin now to study the Kontorovich-Lebedev transforms of several types 
in a complex domain drawing a parallel with the results examined above concerning 
classical Fourier and Laplace transforms. We already introduced in Chapter 4 the 
Kontorovich-Lebedev transform /C-1[/](:r) by formula (4.184). Here set by /C_1[/](z) 
the index transform of type 

Jroo 
' Ttanh(xT)KiT(«)/(T)<fT, (5.21) 
0 

where the variable z as we show below is reasonable to take from the right half-plane 
{R + : %tz > 0}. We shall define the corresponding Hilbert spaces for / ( r ) and its 
image later after investigation the analytic properties of the kernel K{r{z). For this 
appeal to integral representation (1.98), which one can write in the form 

KiT{z) = f°° e~zcoshv cos(rv)dv. (5.22) 
./o 

Hence we find easily by estimate 

\I<ir(z)\ < f°° e-*zcoshvdv = KoQtz), (5.23) 
Jo 

where as is evident $tz > ft and consequently, the function KiT(z) is analytic there 
by variable z (we mean in the open right half-plane R + ) . Let us consider the Hilbert 
weighted space L2(R+; T tanh(7rr)) with the norm 

aoo o \ 1/2 

r t a n h ( 7 r r ) | / ( r ) | ^ r j (5.24) 
and the inner product 

roo 
(f,g)= TtanhOrT)/(T)flr(T)<fT. (5.25) 

^0 

Jroo 
' Ttanh(xr)^T(«)/(T)dT, 
n 

(5.21) 

f too \ 1/2 
ll/llLo(R+;Ttanh^r)) = / T tanh(*r)|/(T)| dr (5.24) 
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One can show that the set of functions {KiT(z), z G R + } is complete in the Hilbert 
space L 2 ( R + ; r tanh(7rr)). It means that from equality 

IC-'[f](z) = 0 (5.26) 

it follows that / = 0 almost everywhere on R + . Indeed, for each z G R + the 
kernel KiT(z) G L 2 (R+; r tanh(7rr)) in view of the convergent integral 2.16.52.10 
from Prudnikov et al. [2] 

r 
Jo 

r tanh(7TT)|tftV(z)|2dT = - ^ e " 2 * . (5.27) 
4 x 

Further, for the real variable z = x > 0 we apply through in (5.26) the cosine Fourier 
transform (1.197) (see also (4.126)-(4.128)). After changing the order of integration 
by the Fubini theorem owing to an absolute convergence of the iterated integral 
calculate the inner integral by formula 2.16.14.1 in Prudnikov et al. [2] and arrive to 
the equality 

f00 T r i y > 2 ) / ( T ) cos (r log (» + V ^ T T ) ) dr EE 0. (5.28) 
JO COSh(7TT) V V n 

Hence since the integrand function in (5.28) T*^Jfi*L f(T) € ^ i (R+) then we have 
there / ( r ) = 0 almost everywhere on R+. Consequently, it remains in (5.26) for all 
z G R + according to the uniqueness theorem for analytic functions. 

Thus one can introduce the reproducing kernel Hilbert space i/^-i , which denote 
the range of the Kontorovich-Lebedev transform F(z) (5.21) for L2(R+ 5 r tanh(7rr)) 
and the inner product in Hfc-i induced from the norm (Saitoh [3]) 

\\F\\H^ = inf{| | / | | t 2 (R+ ; T t a n h ( .T ) ) ; F(z) = JC^Wi*)}- (5-29) 

Furthermore, the space H^-i admits the reproducing kernel by the following index 
integral 

roo 

JC(z,u)= / Ttanh(irT)Kir(z)Kir(u)dT, (5.30) 
Jo 

where the points z,u are taken from the right half-plane R + . Invoking with formula 
2.16.52.10 from Prudnikov et al. [2] we find that 

l z -\- u 

where we choose the main value of the square root. Of course, for any fixed u the 
function JC(z^u) belongs to the space i//c-i and moreover, we have for any F G Hfc-i 
the reproducing property 

F(U) = (F(Z),)C(Z,U))HK_1. (5.32) 

In addition, since the set of functions {KiT(z)} is complete in the space 
L 2 ( R + ; T tanh(7rr)), then the Kontorovich-Lebedev transform (5.21) is an isometry 

(5.31) )C{z, u) = * VZU -z-u 
2z + ue 
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from Z/2(R+;rtanh(7rT)) onto H^-i. Meanwhile, F(z) = /C -1[/](z) for each z 6 R + 

is a bounded functional due to the estimate 
TOO 

|£ - 1 [ / ] (z) l < / TUnb(*T)\KiT(z)f(r)\dT 
Jo 

< ||/||L2(R+;Ttanh(7rr)) U T tanh(lCT)\KiT(z)\2dT ) 

= -^ ^-e"x | | / | |L 2(R+ ; T t a n h ( w T)) , z = x + iy (5.33) 

which defines the norm (5.29) in the reproducing Hilbert space H^-x. 
However, on the other hand, one can obtain the realization of the space HJC-I by 

means of the representation of the kernel /C(z, u) through the integral 

* Vzu _z_-)C(z,u) = — e 

= \\f^r e-2te-mdt. (5.34) 
Consequently, since the set of functions {^>/ze~zi,z £ R + } is complete in ^ ( [ l ? °°))j 
then the operator 

F(z) = -yfz J e~zth(t)dt (5.35) 

is an isometry from Z/2([l,oo)) onto reproducing kernel Hilbert space HJC-I. Hence, 
by virtue of the above results for the Laplace transform it implies that norm (5.29) 
can be represented through the equality 

I IFIU^, = inf{||A||^{(1>oo))} (5.36) 

and the Kontorovich-Lebedev transform (5.21) is expressible in form (5.35) for some 
uniquely determined function h G L2([l, oo)). Hence making use the definition of the 
Szego norm (5.4) we immediately obtain the isometrical identity of type 

/
oo 

\h(t)\*dt, (5.37) 

where we mean here that H^-i composed of all analytic functions F(z) in the right 
half-plane R + with finite norms 

l l ^ l l ^ ^ s u p r J ^ ^ ^ (5.38) 
K 7TJ x>0 J-oo y/X2 + y2 

Thus one can conclude that we already established the analog of the Paley-Wiener 
theorem for the Kontorovich-Lebedev transform (5.21) as the corollary of the respec­
tive Theorem 5.1 for the Laplace transform. 

Theorem 5.3. The Kontorovich-Lebedev transform F(z) (5.21) of the function 
f G L2(R+;Ttanh(7rT)) being analytic in the right half-plane R + of the complex 



150 Index Transforms 

plane C belongs to the reproducing kernel Hilbert space (5.38) if and only if it can be 
represented in the form (5.35) for some uniquely determined function h G ̂ ( [ l ? °°))-

One can construct the generalization of the Hilbert space (5.38) on the exponent 
1 < p < 2, using the same method as above for the Laplace transform. However, we 
choose an arbitrary weighted function, which is different from the power function in 
general case. 

Theorem 5.4. If the function h(t) from representation (5.35) belongs to the space 
Lp([l,oo)) with 1 < p < 2, then the Kontorovich-Lebedev transform F(z) defined by 
formula (5.21) can be estimated as follows 

re-> < iifciiMt..~)). «=p/(p-i), (5-39) 
and consequently, it belongs to the Banach space of analytic functions F(z) in the 
right half-plane R + equipped with the norm || | |^-i , namely 

m^ = MZ J 7R + |*|./» dxdy' (5-40) 

where z = x + iy and the constant MPiP is defined by formula 
re© 

MP,P = / p(t)e~ptdt < oo (5.41) 
Jo 

for some positive weighted function p(x),x 6 R+. 

Proof. Indeed, starting from representation (5.35) recall inequality (1.193) from 
Theorem 1.14 that becomes as 

T-i-(p+g)/22-i+(3,-p)/2 J°° g ^ ± M j ! ^ < j T e-v*t\h(t)\vdL (5.42) 

Hence, multiplying through in (5.42) by p(x) and integrating after on R + we perform 
to change the order of integration at the right-hand side of obtained inequality by the 
Fubini theorem and arrive to the following estimate 

^(p+q)li2_XH3q_p)l2 j 1^ p(*)\n*)\< dxdy < j r |fcwr 

/•CO 

x Jo p(x)e-"^dxdt < A f ^ H f c l l ^ ) ) . (5.43) 

Thus invoking with (5.40) we easily lead to estimate (5.33). This ends the proof of 
Theorem 5.4. • 

Let us return now to the Kontorovich-Lebedev transform (2.84) in the form 
Kz[f], z = x + iy to establish similar properties in Banach spaces of analytic func­
tions. As is known by virtue of Lemma 2.5 the K-L transform F(z) = K2[f] is analytic 
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function at the symmetric strip {Si/2 : \$lz\ < 1/2} for functions / G L2(R+). Con­
sequently, according to the classical theory of conformal mappings one can apply the 
theory of Hp spaces by mapping the strip Si/2 onto the unit disk. Moreover, we 
appeal to Duren [1] to obtain the boundary values, the factorization, integral repre­
sentations and a harmonic majorant of the analytic functions F(z) in <Si/2. As we 
established the function Kz[f] is analytic in this strip too. Furthermore, due to the 
evenness of the Macdonald function by index we have the subspace of such functions 
in this strip, when F(z) = F(—z). 

Our final purpose now is to prove the Paley-Wiener theorem for the Kontorovich-
Lebedev transform (2.84) and to correspond the Hilbert spaces, which can realize 
the identification of the image Kz[f] of L2-function f(x). As we shall see we need 
to recall the results obtained above in Chapter 2 concerning the Hilbert convolution 
spaces of functions and Corollary 2.2 that contains the composition representation 
of the index transform (2.84) by means of the Melhn and the Laplace transforms of 
special argument. 

First make use Corollary 2.2. However, let us take the function / being from the 
convolution Hilbert space like (2.110), where we allow to set a = 1/2. Thus from 
equality (2.95) one can define the inner product of this Hilbert space, denoting it as 
Hfc by formula 

</'*>»* = 2 /„ I K1(u + v)f(u)g(v)dudv (5.44) 

and equipped with the norm H/HH^ = \ / ( / , / ) • 
The following lemma proves that the space HJC is a subspace of Z/2(R+). 

Lemma 5.1. The space Hz is contained in L2(R+). 

Proof. To prove this fact we appeal to the familiar integral analog of the Hilbert 
inequality (see, for instance, Duren [1]) 

f00 rmX)fiy)ldxdy<n\\f\\2\\g\\2. (5.45) 
Jo Jo x + y 

Hence we find, 

<C r r mx)f{y)ldxdy < nC\\f\\l, (5.46) 
Jo Jo x + y 

where xKi(x) < C, x > 0 in view of the asymptotic behavior of the Macdonald 
function (1.96)-(1.97). This completes the proof of Lemma 5.1. • 

This lemma enables to conclude that for functions / £ Hrc composition (2.88) is 
true. Moreover, it remains true for the set of Hilbert spaces / /*> , M < 1/2 equipped 
with the norm 

1 roo roo 
H / l l k . = 2 j [ I ^{u + v)f(u)f{v)dudv (5.47) 

\nK=\rr^+v)K^+v)f-^iwh \u + vtf^u + v)f^f(Vhud 
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and evident embedding 
HK„ C HK„ (5.48) 

if ai < cr2. Without loss of generality one can consider 0 < <r < 1/2, accounting the 
evenness of the Macdonald function by its index. To be sure in embedding (5.48) 
use formula (2.120) for the Macdonald function. Further, invoking with the Parseval 
relation for the Mellin transform (1.203) like (1.214) (see Titchmarsh [1]) it follows 
that 

h Jl i*«*» wi2* = 11° wiwrn^-'dt 
1 roo roo . . . roo , , x 

= - / t2x~ldt / e-h^uf(u)du / e-h®vf(v)dv, (5.49) 
4 Jo Jo Jo 

where the function h(t) is defined by integral (2.83). Therefore, we shall immediately 
apply it to change the order of integration by the Fubini theorem and by the same 
motivation as in Theorem 2.5. Hence by virtue of (5.47) it implies the equality 

1 roo 

- J_JKx+iy[f)\2dy = \\f\\2
BKy (5.50) 

Taking through the operation of supremum by x E (0,1/2) in equality (5.50) by using 
embedding (5.48) arrive to the relation 

1 roo 
sup — / \Kx+ivWdy = \\f\\]lK. (5.51) 

0<*<l/2 W J-co 

Thus we establish the analog of the Szego space (5.5) for the Kontorovich-Lebedev 
transform (2.84) and isometrical identity (5.51). To formulate the respective Paley-
Wiener theorem for the Kontorovich-Lebedev transform we need to prove converse 
fact of the representation of an arbitrary complex-valued analytic function F(z) at 
the strip Si/2 such that F(z) = F(—z) through the Kontorovich-Lebedev integral 
(2.84) of the function / G H^. To confirm the identity (5.51) by embedding (5.48) 
one can use the representation of the Macdonald function as 

roo 
K2x{u + v) = / e-(u + v> c o s h t cosh{2xt)dt, (5.52) 

Jo 
substituting it in the right-hand side of (5.50) and changing the order of integration 
by the Fubini theorem. Precisely, we have 

1 roo roo roo 
I I / I I ^ = 2JI Jo L C )coshtcoSh{2xt)f(u)f(v)dudvdt 

> I roo \' 
cosh(2x*) / e-ucoshtf(u)du\ 

1 r°° I r°° , I2 

<-]o cosh*|jf e-u™htf(u)du\ * =11/11^. (5.53) 

1 /oo 

2 Jo 

2 
dt 
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Return now to the case, when we have an arbitrary function F(z) = F(—z) being 
analytic at the strip |9ftz| < 1/2, which belongs to the Szego type space equipped by 
the norm 

1 f°° 
\\F\\2 = sup — / \F(x + iy)\2dy. (5.54) 

0<x<l/2 AT* •/-«> 0<x<l/2 -

Making use the Parseval equality for the Mellin transform (1.203) one can conclude 
that F(z) is the Mellin transform of some function ip(t) G L2(R+) such that 

1 roo roo 
| | F | | 2 = sup — / \F(x + iy)\2dy = \<p{t)\2dt. (5.55) 

0 < x < l / 2 ^ J-<x> JO 

Hence as is obvious the assumed property F(z) = F(—z) imphes that almost every­
where on R + we have equality ip(t) = <p(l/t). Therefore, returning now to the discus­
sions in Section 2.4 imply equality (2.95) for the weighted function u(x) = Ki(x)/2. 
Hence invoking with (2.94) and (5.55) one can write the chain of equalities 

roo 1 /•oo _ 

||F||2 = jf \<P(t)\'dt = -Jo (f*f){x)K1{x)dx 
1 roo /•oo 

= 2 /0 / 0 Kl(u + v)f(u)f(v)dudv = \\f\\2
Hlc, (5.56) 

where the sign * means the Laplace convolution (2.91) and f(x) is some function 
from the convolution Hilbert space 5 , which coincides with HJC. Thus we arrive to 
the Paley-Wiener theorem for the Kontorovich-Lebedev transform (2.84). 

T h e o r e m 5.5. An arbitrary function F(z) of the variable z — x+iy being satisfied 
the property F(z) = F(—z) and analytic at the symmetric strip \$lz\ < 1/2 belongs to 
the Szego type space (5.54) if and only if it has form (2.84) for some f G HK. 

Continue to estimate the Lp-norms of the Kontorovich-Lebedev transform (2.84) 
Kz[f] and turn now to the norm (5.1). According to Lemma 2.5 under condition 
/ G L I / )P(R+), 1 < | ? < 2,1/ < 1 we find that Kz[f] is analytic function at the strip 
{Su : |3ffor| < 1 — v}. Moreover, invoking with representation (2.120) one can extend 
composition (2.78) as follows 

Kz[f] = ]fl[F e~[L/](coehu)] (y), (5.57) 

where z = x + iy, |rc| < 1 — v, y G R and the Fourier and the Laplace transforms 
are defined by formulae (1.191) and (1.215), respectively. Consequently, by virtue 
of inequality (1.193), where q = p/(p — l) and the generalized Minkowski inequality 
(1.10) we have the estimate 

rtp (Kx+ivm, x) = (A. y_~ \Kx+iy[f]\q dy) 

< ̂ | ^ ( / I e - |/f e—/(^)^ 
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< (2,)d-«)/* J~ Kl£>(pv)\f(v)\dv. (5.58) 

Continuing by using the Holder inequality (1.8), we find 

< " (Kx+is[f],x) < ( 2 x ) ( l - « ^ | | / | | „ (/o°° Kl£{pv)v*0-"^dv)"'' < oo (5.59) 

under condition \x\ < 1 — v. Thus we proved the following theorem. 

Theorem 5.6. Let f € L^P(K+), 1 < p < 2, v <\. Then for the Kontorovich-
Lebedev transform Kx+iy[f] the uniform estimate (5.59) of the Hq-norm like (5.1) at 
the strip {Su : \x\ < 1 — v} holds. 

Finally in this section we wish to show how to apply the results obtained above in 
Banach spaces of analytic functions for the Kontorovich-Lebedev transforms to some 
kind of the Mehler-Fock transform. As we already know from Chapter 3 this index 
transform connected with the K-L transform by means, for example its composition 
with the Hankel or the Laplace transforms. Clarify slightly about analytic properties 
of the Mehler-Fock transform kernel P-i/2+ir(z) as the function of a complex variable z 
, when r is a fixed parameter. Indeed, by definition (1.55) we have the situation when 
the Gauss series (1.47) in this case in general diverges (compare with the definition of 
the Mehler-Fock transform (3.1), where the argument 2y2 + l of the Legendre function 
P_i/2+1T(22/2 + 1) is always more than 1). Meanwhile, one can mean the respective 
Gauss hypergeometric function by the Mellin-Barnes type integral (1.46). Precisely, 
considering representation (1.84) for the function 

2Fi (2+ir' 2 ~*r; l; ~ir)= p-i'2+iTW 

2wH J-ioo T(l — s) \ 2 / 

observe by virtue of the Slater Theorem 1.6 that the Mellin-Barnes integral (5.60) 
exists for all z with | arg(z ± 1)| < ir. Moreover, this Legendre function is an analytic 
one at the complex plane z = x + iy with the cut —00 < x < 1. When |1 — z\ < 2 it 
has representation (5.60), while outside of this disc we have to use the corresponding 
formula (1.85) of the analytic continuation of the Gauss function. 

Let us introduce now the following Mehler-Fock integral 

Hence define the weighted Hilbert space L 2 (R+; 7 r r tanh(7rr)/cosh(7rr)) by the inner 
product 

_ cosh(Trr) n™ T(s)T [\ + ir - s) T ( | - ir - s) /z-\y* 
2TTH J-ioo T ( l - 5 ) \~~2~) ' 

(5.60) 

« = ' f S ? f * w * (5.61) 

M-r-sffi'***" (5.62) 

file:///~~2~
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In the similar manner one can calculate the reproducing kernel by formula from 
Lebedev [7] as the index integral from the product of two Legendre functions 

P(z, fi) = x r T t a ° y ^ ) P_1/2+iT(z)P-1/2+iT(u)dT = -!—. (5.63) 
Jo cosn(7rr) z + u 

Thus we find the Szego kernel (5.8) with v — 1/2 from the right-hand side of equality 
(5.63). The absolute convergence of index integral (5.63) for ^ftz^u > 1 undoubt­
edly follows from representation (3.2), asymptotic behavior of the Bessel function by 
formulae (1.92)-(1.93) and inequality (1.100). 

Prove that the set of functions {P-i/2+iT(z),$lz > 1} is complete in the Hilbert 
space (5.61). Indeed, integrating through by x in equality M.Jr{x) = 0 for real x > 1 
after multiplying it by e"px, p > 0, change the order of integration by the Fubini 
theorem and calculate the inner integral by formula 2.17.7.1 from Prudnikov et al. 
[3]. As result we reduce it to the equality 

Jo c o s h e r ) 

Hence by previous discussions on the Kontorovich-Lebedev transform (5.21) we obtain 
the desired result that / = 0 almost everywhere on R+. Moreover, / = 0 a.e. if 
MT(z) = 0 for all ^tz > 1. 

The following estimate being established by the Cauchy-Schwarz-Bunyakovskii 
inequality, namely we deduce 

\MF(z)\ < | | / | | L 2 ( R + ;7TT tanh(Trr)/ c o s h e r ) ) (Pi*,*))1" 
= \\f\\L2(K+;*Tt^«T)/cosher)) ^ z = x + iy ( 5 6 5 ) 

Furthermore, combining with Morera's theorem allow us to conclude that the function 
F(z) = MT(z) is analytic in the half-plane 9hr > 1. Also we constructed the 
reproducing kernel Hilbert space of the Szego type, since as is evident 

P(z,u) = —!— = r e-^e-^dt. (5.66) 
z + u Jo 

Hence according to Theorem 5.1 there exists some function h £ Z/2(R+) such that we 
have the identity 

— / \MF(x + iy)\2dy = / e-M\h(t)\2dt, x > 1, (5.67) 
ZTT J—OO JO 

and the representation of type 
roo 

MTU) = / e-2th(t)dt = [Lh](z), &z > 1. (5.68) 
Jo 

However, equality (5.68) admits an analytic continuation of the Mehler-Fock integral 
(5.61) at the right half-plane R + . Finally one can mean it as an analytic function at 

, - r t a n h ^ ) 
Jo cosh(7rr) 

(*\ &£) 
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R + being satisfied the Paley-Wiener theorem 5.1. Thus, we established the following 
result. 

Theorem 5.7. The Mehler-Fock transform (5.61) of the function f G 
L2(R+;7rrtanh(7rT)/cosh(7rr)) belongs to the Szego space (5.4) if and only if it has 
form (5.68) for some h G L2(R+). 

5.2 Composition theorems for general index 
transforms 

This section deals with general index transforms of the Kontorovich-Lebedev type 
which have been slightly considered in Chapter 2. The key representation of this 
kind is contained in formula (2.127) where we gave the expression of the Kontorovich-
Lebedev integral (2.1) in terms of the Mellin transform (1.203). First the general­
ization of the Kontorovich-Lebedev transform was demonstrated by Wimp [1], where 
the kernel function 0*(s) in formula (2.128) of the general index kernel was taken in 
the form of the gamma-ratio (1.60) for Meijer's G-function (1.59). Thus the general 
integral transform by the index of the Meijer G-function arises. The respective in­
version formula was simplified by the author in Yakubovich [2]. The corresponding 
expansion of an arbitrary function for the Wimp-Yakubovich transform being valued 
for the space of summable functions is exhibited by formula (1.237). This integral as 
is shown in Wimp [1], Yakubovich [4] gives a wide number as well as known and new 
examples of the index transforms with hypergeometric functions as the kernels. The 
class of index transforms of the Kontorovich-Lebedev type was selected and investi­
gated by the author in Yakubovich [l]-[4], [13], Yakubovich and Luchko [2]. 

The key purpose of this section is to study the Lp-properties of these transforms 
being based on the Z/p-theorems for the Mellin transform (1.203) in Chapter 1 and 
the results obtained above for the Kontorovich-Lebedev transform (2.1) in spaces 
L„ tP(R+). As we know by Theorem 2.7 one can express the K-L transform of the 
L^p-function under conditions 1 < p < 2, v < I through integral (2.127). Conse­
quently, one can establish more complicated index transform by the functional re­
placement f*(s) i-» 9*(s)f*(s) like within formula (2.129), where we introduced the 
index transform YfT[f] of an arbitrary function / , meaning it as composition (2.133) 
under respective conditions for the function / and the kernel 0*(s). The correspond­
ing operator [0 / ] is a generalization of the Mellin convolution type integral transform 
(1.220) by the right-hand side of the Mellin-Parseval formula (1.214). Furthermore, 
this approach was developed in Samko et al. [1], Vu Kim Tuan et al. [1] for the 
so-called G-transform with the kernel 0*(s) as the ratio of Euler's gamma-functions. 
As it occurs often this ratio increases power-exponentially at infinity like for example, 
for the inverse Laplace transform being obtained from representation (1.216) as well 
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as for other Mellin convolution transforms. Nevertheless, the general index transform 
by formula (2.129) exists in view of the convergence of integral (2.128). Here we 
continue and develop results of Section 2.5 attracting our attention to the mapping 
and composition properties of general index transforms. 

Let us return to composition (2.133). According to Theorem 2.8 it is true under 
conditions / G LI/fP(R+), 1 < p < 2, v < 1 and 0*(v + it) G Lp (R; e-'K\t\l2\t\-v). 
However, we begin to study general transforms from reducing the integral representa­
tion (2.128) of the index kernel YfT(x) to the index-convolution Kontorovich-Lebedev 
transform (2.150) of the function 0(x) being connected with 0*(s) by means of the 
Mellin transform (1.203). Namely, the following result is fulfilled directly as the corol­
lary of Theorem 1.17. 

Theorem 5.8. Let 0(x) G Li,,p(R+), 1 < p < 2, v <\ be determined as preimage 
of the Mellin transform 0*(s) by formula (1.204), where the convergence of the integral 
is meant by Lv<p-norm (1.19). Then the general index kernel YfT(x), x > 0 defined as 
equality (2.128) is given by formula 

n roo 
Y<>T(X) = KL[6](T,X)= / KiT(xy)8(y)dy. (5.69) 

Jo 

Proof. With the Mellin-Barnes integral (2.124) for the Macdonald function 
KiT(x), where s runs through the contour (1 — v — zoo, 1 — 1/ + zoo), v < 1 and 
Stirling formula (1.33), it gives that for each r G R+ the integrand of (2.124) as the 
gamma-pro duct of two Euler's gamma-functions with the power multiplier, namely 

2 . - . r ( 1 ±i i ) r ( ! i i i ) , 
belongs to the space Lp(l — v — zoo, 1 — v + zoo). Consequently, together with the 
condition 0(x) G L„>P(R+), 1 < p < 2, v < 1 obtain that the Mellin-Parseval formula 
(1.214) can be immediately written for the kernel YfT(x). Precisely, its left-hand side 
leads to the desired result (5.69). Theorem 5.8 is proved. • 

As it is follows from (1.2), for v G R we denote by LI/>00(R+) the weighted space 
of Lebesgue measurable complex valued functions / for which 

ll/l^oo = ess sup \xvf[x)\ < oo. (5.70) 
xeR+ 

One can estimate the L^p-norm of the kernel (5.69) by using inequality (1.100) and 
the generalized Minkowski inequality (1.10). In this case we obtain 

Theorem 5.9. Let 6(x) be from the space L t / )P(R+), v < 1 and p > 1. Then for 
all T > 0 the following estimate of L\_vv-norm for the index kernel Y?r(x) is true 

l l ^ l l i - , , < 2-"-1e-5 Tcos"-1 ST2 ( 1 ^ ) \\0\l„ (5.71) 
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where 0 < 6 < n/2. 

Proof. Indeed, taking into account the simple interchange xy = t write (5.69) in 
the form 

Y°(X) = -xfKiT(t)e(-)dt. (5.72) 

Hence, invoking with the generalized Minkowski inequality (1.10) and inequality 
(1.100) find that 

iraJiii-* = ( f *-p*-̂  | f K»W (£) HT' 
< e~6r J°° K0{t cos 6)dt (f°° x " ^ " 1 \o (~\ d x H " , 0 < 6 < TT/2. (5.73) 

Again change variable y = t/x. As a result it gives us that 

l l l S l l i - , , < e- 5 T | | 0 |U I™ t-"K0(tcos8)dt Jo 

= 2-"-le-ST cos""1 ST2 ( i - = ^ ) ||fl||,,p, v < 1, (5.74) 

by virtue of integral (2.125). Thus we obtained the desired result. This completes 
the proof of the Theorem 5.9. • 

This theorem enables us to establish the mapping property of the general in­
dex transform introduced in (2.129). By applying the Holder inequality (1.8) to the 
right-hand side of equality (2.129) we immediately find sufficient conditions of the 
boundedness of the operator Y£[f] in the space L^p(Il+). 

Theorem 5.10. Let f(x) £ Ll/iP(R+), v < 1, p > 1. Let the function 0{x) be 
from the space L I / )9(R+), q = p/(p — 1). Then the following uniform estimate for all 
T>0,8 e [0,TT/2)'holds 

| *2 [ / ] | < 2 — V * c o s - 1 ST' ( i ^ ) | | 0 | U I / | L P . (5.75) 

Proof. Invoking with definition (2.129) make use the Holder inequality (1.8). 
Hence, in view of the previous theorem finally we obtain 

|^T[/]| < / f \Y^(t)f(t)\dt < nyj'iK-.ji/ii,, 

< 2-"-V* cos""1 ST2 ( 1 ^ ) lltflUII/H,,. (5.76) 
Theorem 5.10 is proved. • 
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Corollary 5.1. The general index transform YfT[f] is the bounded operator from 
the space LUiP(K+),v < 1, p > 1 into the space L r ( R + ) , r > 1, 

\\Y?Mr < C\\f\l,p, (5.77) 

where 

Proof. Indeed, this proposition it is not difficult to obtain from estimate (5.75), 
choosing and fixing some positive parameter 0 < S < 7r/2. Hence integrating through 
in inequality (5.75) by r £ R+ in view of definition (1.1) of the norm it follows that 

\\YM\T < 2—1 cos-1 *r2 ( l ^ i ) n/iuP 

x ( / 0 ° e " 5 r T J r ) l r * ( 5 J 9 ) 

Thus the desired result comes after calculation of the integral in (5.79). Corollary 5.1 
is proved. • 

It is clear now to study the general index operator 

Y£W = fKWW (5-80) 

we need to make connection of it with the Kontorovich-Lebedev transform (2.1) and 
use results of Chapter 2. First it is important the following composition theorem for 
operator (5.80). 

Theorem 5.11. Under conditions of Theorem 5.10 for all r > 0 the index trans­
form (5.80) can be represented by formula 

YfT[f] = Kir [ ( / * * ) ] , (5-81) 

where the right-hand side o/(5.81) means the composition of the Kontorovich-Lebedev 
transform (2.1) and the Mellin convolution (1.217) of functions f and 0. 

Proof. Appealing to Theorem 1.20 we conclude that if / € £,^(11+), 0 € 
L^>g(R+), p~l + q~l = 1, then the operator 

(/**)(*) = jr*(f)/(t)7 (5-82) 

belongs to the space L^ t00(R+). Therefore the Kontorovich-Lebedev transform within 
(5.81) exists. Hence substitute the expression of the index kernel YfT(x) by formula 

((Jr)1/-- V 2 ) (5.78) 

file:////yM/t
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(5.69) in integral (5.80) changing beforehand the variable xy = v. According to esti­
mate (5.76) one can perform to change the order of integration by Fubini's theorem. 
Thus we obtain 

= Kir[(f*0)]. (5.83) 

Theorem 5.11 is proved. • 

This theorem enables to mean the general index transform by the right-hand side 
of composition equality (5.81) and consequently, to use widely results related to the 
Kontorovich-Lebedev transform from Chapter 2. First of all let us appeal Theorem 
2.2 of Lp-inversion of the K-L transform. If we assume that 0 < v < 1, then the 
Mellin convolution (5.82) can be represented as follows 

2 r°° 
(f * 6)(x) = —l. i .m.^o+a;- 1 / r sinh((jr - e)T)Kw{x)Yl[f]dr. (5.84) 

7TZ JO 

Hence let us take some function il>(x) £ L„,i(R+). Then by definition (1.203) of the 
Mellin transform 

r(s) = / 4>{y)y'~1dy, s = v + it, (5.85) 
JO 

we find that integral (5.85) is absolutely convergent and uniformly by t £ R. There­
fore, for all s £ (v — zoo, v -f zoo) we have the inequality |</>*(s)| < C, where C is an 
absolute positive constant. If we assume also the connection between ^*(s) and 0*(s) 
by means of the functional equation 

rl>*{s)0*(s) = —^—, s = v + it, (5.86) 
1 — s 

then one can establish the following result. 

Theorem 5.12. Let f(x) be a function from the space L i / jP(R+) with 0 < v < 1 
and 1 < p < 2. Let 6(x) £ L I / )9(R+), q = p/(p — 1) and the function 0(x) be from 
the intersection of the spaces L i />1((0,a])nL1([a, oo);loga:); where a > 1 is some fixed 
number. Then under assumption that the Mellin images of 6(x)1 ^(x) satisfy the 
functional equation (5.86) for each x > 0 the following inversion formula is valid 

rx O roo 
I f(v)dy = - l . i . m . ^ 0 + / r sinh((?r - e)r)Y^(x)YfT[f]dr, (5.87) 

JO 7T* 70 

where the kernel Y^,e(x) defined by formula 

Y£'e(x) = /o°° V- Q KiT(v)v'-2dv. (5.88) 

Y°AI\=r mdT r K^)e(i)dv 
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Proof. First, let us explain our choice of the function I/J(X) from the inter­
section LUti((0,a]) fl Zq([a, oo);logx), a > 1. In fact, as is obvious in this case 
il>(x) E L I / | 1(R+), 0 < v < 1. Namely, we have 

\\n.,i= Trnwdy 
Jo 

= [ MvW^dy + £ MvW-'dy 
< [ ty{y)\yu-ldy + C jH My)\logydy 

= \W\LVtl((Ota]) + C||^||L1([a,oo);logx) < CO, 0 < V < 1, ( 5 . 8 9 ) 
where C is a positive constant. Hence we need this condition to estimate the kernel 
(5.88). Indeed, invoking with inequality (1.100) we find that 

\Y*'£{x)\ < e ~ * r / ° ° k (^\l<o(vcos6)v£-2dv, 6e (0 ,TT/2) . (5.90) 

Further, by interchange v _ 1 = u we have 

\Y$*(X)\ < e~h Jo°° W(xu)\ K0 {^f\ u-'du 

< e~Sr (j" |</> {xu)\ K0 ( — ) u-rfu + J" |V> (*u)| K0 ( — ) u-«fu) 

= t~Sr (h(x,s) + I2(x,e)). (5.91) 

Hence recall again the asymptotic behavior of the Macdonald function by formulae 
(1.96)-(1.97) and observe that uniformly by e > 0 

ta ( cos 8 \ 
h{x,e) = Jo \4>(xu)\ K„ I — J u-cdu < C U V - l k , , ^ ] ) , (5.92) 

r°° I cos fi \ 
I2(x,e) = ^ |t/> (xu)| K0 ( — J u-<du < C2 | |^ | | t i a B i 0 < ) ) a o g x ) , (5.93) 

where C t, i = 1,2 are positive constants that depend only from fixed x > 0 and 
Se(0 ,7r /2) . 

Now begin directly establish inversion formula (5.87). Since under conditions of 
this theorem i^(x) £ L„fi(R+), then multiplying through in (5.84), namely in the 
equality 

( / * 0)(v) = — U . m . ^ o + 1 ; - 1 / r sinh((7r - e)T)KiT(v)YfT[f]dr 
7T* JO 

by I/J(X/V)/V and integrating through by v E R+ we obtain 

/%(£)(/•,)(.)£ 
Jo \vy v 
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= 4 r Li-m—o+V> (-) V-1 r r sinh((7r - e)T)KiT(v)YfT[f}drdv. (5.94) 
TTl JO \V/ JO 

Thus we organized in the left-hand side of (5.94) the iterated Mellin convolution 
(1.217), However, ( / * 0)(x) 6 L„,oo(R+)- Therefore, as is known from Theorem 1.20 
and properties of the MelHn convolution the operator (^ * ( / * 0)) maps the space 
LUiOQ(R.+) into itself and by Fubini's theorem it is easily to deduce the distributivity 
of the Mellin convolution, precisely the equality of kind 

(^ * ( / * 0))(x) = ((V> * 0) * / ) (x) , x > 0. (5.95) 

Furthermore, according to Theorem 1.17 it is not difficult to write an analog of the 
MelHn-Parseval equality (1.214) for the convolution (5.82) as 

1 riz+t'oo 
( / * <>)(*) = 7T^ r(')P(3)x-ds, (5.96) 

Z7TI Ju—ioo 

where the product f*(s)0*(s) G L\{y — zoo, v + zoo) by virtue of the Holder inequality 
(1.8). Consequently, substituting it into the left-hand side of (5.95), change the order 
of integration by the Fubini theorem in view of the absolute convergence of iterated 
integral (tp(x) E LUti(R+)). As result we obtain 

1 ri/+too 
(tf * ( / * «))(*) = 7T- n»)P{sW{8)x-ds. (5.97) 

Z7TI Jv—xoo 

Functional equation (5.86) reduces it to 

1 /"H-ioo f*(c\ rx 

(V> * ( / * 0))(x) = — / J-^-x-'ds = / f(y)dy. (5.98) 
Z7TZ Ju-ioo 1 — 5 JO 

Note, that the integral by y in (5.98) converges absolutely due to the estimate by 
using the Holder inequaHty (1.8), namely 

£ \m\dy < II/H„„ (/0%(1",/)'"1^)1/, 

= ( g ( 1 l j ) ) 1 / , l l / l k p ^ > 0 , 0 < i / < l . (5.99) 

Let us treat now the right-hand side of (5.94). By boundedness of the operator within 
the integral by v, one can carry out the limit sign and change the order of integration 
by virtue of estimates (5.76), (5.92)-(5.93) and the Fubini theorem. Finally invoking 
with notation (5.88) we arrive to (5.87). This ends the proof of Theorem 5.12. • 

5.3 Watson's type kernels 

;5.98 

Functional equation (5.86) reduces it to 

(</> * (/ * *))(*) = - i r / LU-x-'da = / f(y)dy. 
Z7TI Ju-ioo 1 — 5 JO 

file:///m/dy
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Here we consider slightly different index transforms, which involve compositions 
of the Kontorovich-Lebedev transform (2.1) and Mellin convolution transforms of the 
Watson type (1.220). One can occur such transforms apart from the previous ones 
in Section 5.1. Besides, we give sufficient conditions of their inversions drawing a 
parallel with the representation through the Kontorovich-Lebedev singular integral 
(2.42). 

Let us introduce the following index transform 

[S?Tf}= [°°SUt)f(t)dt, r>0, 
Jo 

where the kernel SfT(x) is given by formula 

S?T(x) = [°° KiT(y)ip(xy)dy, x > 0. (5.101) 
Jo 

In spite of the fact that index transform (5.100) can be reduced to the transform with 
kernel (5.69) by means of changes of variables and functions we attract our attention 
to these transforms separately. Furthermore, it gives us some advantages in obtaining 
suitable estimates below. 

Theorem 5.13. Let (p(x) be from the space Ll/iP(H+), where v < 1 and p > 1. 
Then for all r > 0 the following estimate of LUyP-norm for the index kernel SfT(x) is 
true 

| |S£ | | ,„ < 2-'-1r2 ( ^ ) cos""1 *e-{T |M|„,,„ 0 < S < w/2. (5.102) 

Proof. By the same arguments as in previous section we obtain the chain of 
expressions aoo j foo \P\ 1/P 

^-ldx\Jo KiT(yMxy)dy\ J 
/•oo / foo \ 1/p 

<Jo \KiT(y)\dy(Jo x'^MxyWdx) 
= \W\l,pny-u\KiT{y)\dy 

Jo 
roo 

< e - { T | M | , , p / K0(ycosS)y-'dy 
Jo 

= 2—1T2 (]~^-) cos""1 <5e-5T|MkP, 0 < S < TT/2. (5.103) 

This completes the proof of Theorem 5.13. • 

From Theorem 5.13 we immediately have the following result. 

(5.100) 
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Theorem 5.14. Let <p e Li_x/>g(R+) and f(x) be from the space L^p(R+),i/ > 
0,p > l , p _ 1 + q'1 = 1. Then index transform (5.100) can be estimated by 

\{SrTf)\ < 2 - ^ 2 r 2 ( 0 c o s - S e - ^ I M U J / I U 0 < 6 < TT/2. (5.104) 

We omit the proof of this theorem. Analogously Corollary 5.1 one can formulate 

Corollary 5.2. General index transform (5.100) is the bounded operator from the 
space Z/l/>p(R+),i/ > 0,p > 1 into the space L r (R+) , r > 1. 

Consider now the following operator 

{it9) (*) = ^J0°°T s i n h ( (T - e)r)S£{x)g{T)dT, x > 0, (5.105) 

where e G (0,7r) and SfT(x) is index kernel (5.101) with a function ip(x). 

Theorem 5.15. Let T/>(X) E LI((0, a]; log x) C\ Lt/+iti([6, oo)), a, 6 > 0. Let y> be 
from Li_„ ig(R+),i/ > 0,g > 1. Then on the functions g(r) = [SfTf] being represented 
by index transform (5.100) with the density f(y) E L l />p(R+),p~1 + q~l = 1, operator 
(5.105) has the form 

(*')<->-=rfjC 
ins f°° f°° uvK\(y/u2 + v2 — 2uv cose) 

y/u2 + v2 — 2uv cos e 

xil>(xu)($f)(v)dudv, (5.106) 

where ($f)(x) is the operator of WatsonJs type (1.220) 
roo 

(*/)(*) = / <p(xy)f{y)dy, * > o 
./o 

tw't/i t/ie kernel y>(x). 
Proof. First we show that for the index transform (5.100) under conditions of 

this theorem the following composition is true 

[Slf] = KiT [ ( * / ) ] , (5.107) 

where /£,>[/] is the Kontorovich-Lebedev transform (2.1) . In fact, it follows in the 
same manner as in previous section appealing to Theorem 5.14 and Fubini's theorem 
for the iterated integral in the right-hand side of (5.107). Further, substitute in 
(5.105) instead of g(r) the expression of index transform (5.100) by formula (5.107) 
and instead of the kernel SfT(x) its definition like (5.101), respectively. Hence it 
becomes 

(i+g) (x) = ^ j ~ r sinh((7r - e)r) J~ tl>{xv)KiT{v)dv 
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TOO t-OO 

x / KiT(u) / f(y)(p(uy)dydudr, x > 0. (5.108) 
Jo Jo 

Make use inequality (1.100), the asymptotic behavior of the Macdonald function and 
the condition on the function i/>(x) at the present theorem. As result we obtain for 
each x > 0 the estimate of the kernel SfT(x), namely 

\SfT(x)\ < e-6r f°° \^(xv)\K0(vcos6)dv 
Jo 

< e~6r \d f \^(xv)\\og(v cos 8)dv + +C 2 f°° \^(xv)\vudv\ 

< CXyUy6e-6r, (5.109) 

where 6 6 (0,7r/2) and all constants depend from x,v,6. From this invoke with (5.104) 
and consequently, for each x > 0 and e G (0,7r) integral (5.108) can be estimated as 
follows 

\{l*g) (x)\ < ^ V g ) cos-8Cx,„,s\\<P\U-^\\f\l,v 
roo 

x / r sinh((7r - e)r)e - 2 5 7dr 
Jo 
= <7X,„ACIMII-.JI/IU (5-110) 

where v > 0,</_1 -f P~x = 1, CXtl/is,£ is a positive constant and we may choose 6 such 
that (n — e)/2 < 6 < 7r/2. This gives the convergence of the integral by r in (5.110). 
Therefore, perform to change the order of integration in (5.108) and calculate the 
integral by r using formula (2.17). Thus we lead to representation (5.106). This ends 
the proof of Theorem 5.15. • 

The inversion of the general index transform (5.100) in LVyV -spaces is given by 

Theorem 5.16. Let I < p < 2,0 < v < 1, g(r) = [S&f] for f(x) G Z/„fP(R+) n 
L l / )i(R+) and p £ Li_ i / ig(R+) fl Li_ J / ,i(R+),^~1 + p'1 = 1. Let a function tp(x) being 
satisfied the condition of the previous theorem belong to Z/1+l/ tP(R+). Then the limit 
equality of type 

Llm.^o+(ltg)(x) = x-2J*f(y)dy, x>0 (5.111) 

by the norm of Li+UfP is valid if and only if 

</>*(l + s)tp*(l - s) = (1 - s)~\ Ms = i/, (5.112) 

where the sign " *" denotes the Mellin transform (1.203) of functions ip(x) and ip(x). 
Furthermore, the limit in (5.111) exists also almost everywhere on R+. 

Proof. First consider integral (5.106). After changing of variables v = u(cose ■+■ 
tsine)jU = u we immediately obtain 

(ifg) (x) = i jT jT ^ d ) u V , ( x u ( c o s e + t s ine)) 
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x(cose + tsme)($f)(u)dudt, e G (0,7r), 

where 

R(t ue) = I M s i n e ( * 2 + l ) 1 / 2 * i ( " « M * 2 + 1)1/2), 1 ' ' ; \ 0, t < - cot e. 
t > — cot e, 

(5.113) 

(5.114) 

By the same arguments as in (2.21) for any t G R, u G R+, and £ G (0,7r), we have 
\R(t,u,e)\ < C, where C is a positive constant. Moreover, 

lim R(t,u,e) = 1. 

Hence one can estimate the norm of operator (5.113) in the space LI/>P(R+) for each 
fixed e G (0, n) by using the generalized Minkowski inequality (1.10) and conditions 
of this theorem. We have 

C 

J—cote t -\- 1 

< — IIV>IU+i,P / u " / |/(yMuy)|dydu 
7T JO JO 

/
°° (cose+ £ s ine) ' 
-cote *2 + l -A^diHU^iMK^H/iu, (5.115) 

where C and Ci are positive constants. The last integral by t is convergent when 
0 < v < 1 by virtue of formula 3.252.12 in Gradshtein and Ryzhik [1] (see also 
(2.181)), precisely 

_ f°° (cose+ tf sine) -" 
J— cote t2 + l 

-dt 

-dv = 
7r sin(i/e) 

(v — cot e)2 + f sin(7rj/) 
Further, since f(x) G Z/„)P(R+),p > 1, then one can show that 

sin e / T 
Jo (v — cot 

(5.116) 

x-2 [X f(y)dy £ Lu+hp(R+). (5.117) 
JO 

Indeed, it follows straightforward from the generalized Minkowski inequality 

\\x-2 fX f(y)dy\\ =\\x-1 C f(xy)dy\ 
II -A) Hf+i ,p II JO I H-i ,p 

r1 ( r<*> dx\ /p ri 
" /o ^ Wo l x ^( x 2 / ) l P —) = H/ll"*/0 V * < oo, 0 < i/ < 1. (5.118) 

Consequently, appealing again to the properties of the Poisson kernel (1.14) from 
representation (5.113) we obtain that 

/TJ, \ _2 !x
 et v j II ^ 1 /°° | cose + *sine I || /•«> 

x ' JO \\v+l,v TT J-oo tz + 1 11 JO 

[<*> \\i/>(xu(coss + tsme))\\u+liP . 
x / ij—-— — -(cose + tsme)dtdu 

J—cote t -\- 1 
\\ip(xu{cose + tsme))\\u+itP cos e -f t sin e)dtdu 

»K*/)(«)i ll(*»)IL. 
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rx 
xR(t,u,e)ip(xu(cose + t sin e))du — x~2 / f(y)dy 

Jo 
dt. 

"+I,P 
(5.119) 

It is clear our desire now to establish that the right-hand side of inequality (5.119) 
tends to zero, when e—>0+, l < p < 2 . This fact evidently means limit equality 
(5.111). Indeed, in view of the above estimates we perform to use the Lebesgue 
dominated convergence Theorem 1.2 and the property of the continuity of L^p-norm. 
Hence we find that the right-hand side of (5.119) tends to the following expression 

roo rx 
/ u($f)(u)i/>(xu)du - x~2 / f{y)dy 

Jo Jo f + l , p 
(5.120) 

Our purpose now to show that it is equal to zero, when 1 < p < 2. As it fol­
lows straightforward due to conditions of this theorem and from the Mellin-Parseval 
equality (1.214) the Watson type operator ( $ / ) can be written as 

(5.121) 

where <p*(s) is the Mellin transform (1.203) of the function <p(x) and y?*(l — v — it) G 
LP(R),1 < p < 2. Since f*{y + it) G L ^ R ) , ? - 1 + q'1 = 1, then by the Holder 
inequality (1.8) we conclude that integral (5.121) is absolutely convergent. Moreover, 
the following inequality immediately can be deduced from (5.121) 

| ( $ / ) ( x ) | < C : r l ' - 1 , a : > 0 . (5.122) 

Meanwhile clearly, that our assumption t/>(x) G Li((0, a]; log x)C\Lu+iii([b, oo)), a, b > 
0 provides the condition x^(x) G L1 + l / f l(R+) . It allows us to change the order of 
integration, substituting (5.121) into the integral in (5.120). Thus invoking with 
(5.112), we obtain the chain of equalities 

H-I.P 
|| j H u($/)(u)V(*u)du - x - 2 j T / ( » ) d y | [ 

1 rv+ioo rx 
r - r / /* W ( l + *)?*(1 - s)x-'-1ds - x - 2 / f(y)dy 
ZTTl Ju-ioo JO 

i i<*>» t^lx-,-ld3 _ x-2 rf{y)dy 
L'Kl Jv-ioo 1 — S JO 

i /+ l ,p 

(5.123) 
"+I,P 

Note, that we used representation (1.213) to establish the last equality in (5.123). 
Conversely, if 

\2iri 

then almost for all x > 0 

*+I,P 
= 0, (5.124) 

1 ri/+ioo rx I 
i-r / /* W O + «)?*(1 - s)x~'-1ds - x-2 / f(y)dy\\ 
7TI Ju—ioo JO I 

r all x > 0 
rx 1 fl/+tOO 

/ f(y)dy = i-.f n»W(l + *V(1 " s)J-d,. (5.125) 
JO Z7TI Jv-ioo 

ziri Jv-too r o w (i - *)* <** (•/)(*) = * -

file:///2iri
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However, Theorem 1.16 show that it is possible only if almost everywhere on 
[y — zoo,*/ + zoo) the relation (5.112) is to be satisfied. Thus it leads to the de­
sired limit equality (5.111). The existence of the limit almost everywhere on R+ 
follows from the radial property of the Poisson kernel (1.14). Theorem 5.16 is proved. 
• 

5.4 Compositions with the Mellin-Barnes inte­
grals 

Throughout this section we deal with the index transforms being represented by 
composition (5.107). However, the operator ( $ / ) is the Mellin-Barnes integral of type 

1 f\— l/+tOO 
(* / ) (*) = 7T-- / v ' W r O - s)x-'ds, x>Q. (5.126) 

Z7TZ Jl — v—ioo 

As is known the Mellin-Parseval formula (1.214) gives us such representation provided 
that Mellin reimages exist, for instance, by Theorem 1.16 and belong to the corre­
sponding Lp-spaces. Nevertheless, in the case of index transforms of the Kontorovich-
Lebedev type we have to take into account that integral (1.213) for the function y?*(s) 
can be divergent in spite of the fact, that the respective integral (2.128) as for the 
function 0(s) remains even absolutely convergent (see Theorem 2.8). For example, 
if ip*(s) = [ r ( 5 /2 ) ] _ 1 , then <p*(s) does not belong any space Lv[y — ioo,v + zoo). 
However, one can substitute it in formula (2.128) instead of 0*(s) and observe its 
absolute convergence, which can be easily verified by Stirling's formula (1.32). In 
particular, by the similar way the general G-transform of the Mellin convolution type 
was introduced (see details in Samko et al. [1], Vu Kim Tuan et al. [1]). Note, that 
this approach is also worth mentioning in our considerations below. 

So we begin setting the following result. 

Theorem 5.17. Let f(x) be from the space L^ p (R + ) , where i/ > 0,1 < p < 2 and 
kttp*(l-v + it)e-*M2\t\''-1 e L p(-oo,oo) . If<p*(s)f*{l-s) G Lp(l - i / - * o o , 1 - i / + 
ioo), then composition (5.107) with operator (5.126) can be represented by formula 

™ = h £T2 _ T (Hr1 1) r ^¥L) wv - *>*• (5-127) 
In addition, this composition has form (5.100) with the kernel 

* w - h r;rr (^)r ( ^ ) «*•>--• - > »• 
(5.128) 
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Proof. To deduce (5.127) apply the Mellin-Parseval equality (1.214). Indeed, due 
to the condition <p*(s)f*(l - s) G Lp(\ - v - ioo, 1 - v + ioo) and Theorem 1.16 it 
follows that ($ / ) (x ) G L1_I/>g(R+) with q =,p/(p-l) and the convergence of integral 
(5.126) is meant by the L ^ ^ - n o r m . Meanwhile, by using directly the asymptotic 
behavior of the Macdonald function by formulae (1.96)-(1.97) observe that for each 
r G R+ we have KiT(x) G LVtP(R+),i/ > 0,1 < p < 2. Consequently, the desired 
formula (5.127) immediately arises, invoking with the Mellin-Barnes integral (2.124). 

Furthermore, according to condition <p*(l — v + 2t)e~irlt'/2|t|1/~1 G Lp(—oo, oo) 
and Stirling's formula (1.33) conclude that the product y>*(l - v + it)e-*W/2\t\"-1 

asymptotically coincides with the integrand of (5.128). Therefore, appealing again 
to the Mellin-Parseval formula (1.214) and taking into account the condition / G 
£ I / , P ( R + ) , ^ > 0 , l < p < 2 arrive to (5.100) with the kernel (5.128). This completes 
the proof of Theorem 5.17. • 

Considering the boundedness of the operator of index transform (5.127) in the 
space L r(R+), r > 1 we need to establish an analog of inequality (5.104). How­
ever, in this case it can be reduced to (5.104), when we assume additionally that 
V?*(l — i/ + it) G Lg(R+). Nevertheless, one can estimate the norm of operator (5.127) 
in term of the Watson type operator (5.126). Namely, making use composition rep­
resentation (5.107) we arrive to the following theorem. 

Theorem 5.18. The index transform, given by formula (5.127) is a bounded 
operator in the space L r (R+) , r > 1. Moreover, the following estimate takes place 

II [SfJ] I k < C | | (* / ) | | i - , , , < oo, q > 1, (5.129) 

where C is a some constant. 

Proof. First to show inequality (5.129) it is sufficient to take the composition 
(5.107) and to apply the Holder inequality (1.8). Thus as above we obtain 

\[STrf}\ < / l*ir(t)(*/)(OI dt < e~TS / K0(t cos S) | ( * / ) ( t ) | dt Jo Jo 

< e"5T ( j [ ^ ^ - 1 / ^ ( < c o 8 * ) ^ y / P | | ( ^ / ) | | 1 _ , , f g < oo, (5.130) 

provided that 0 < S < 7r/2,i/ > 0. The fact ( $ / ) G L1_i/)(7(R+) follows from previous 
Theorem 5.17. Consequently, integrating through by r G R+ in (5.130) in view of 
(1.1) we have the relation 

ii[5rT/]ik = (/o°°i[5rT/]r<ir)1/r 

< a,| |(*/) | | ,-M (1°° e-s"dr)"T = CIK*/)!!,-,,,, (5.131) 
which leads us to (5.129). Theorem 5.18 is proved. • 
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Now one can formulate corresponding Theorems 5.15-5.16 in the case of operator 
(5.126), slightly changing conditions accordingly to the Theorems 5.17-5.18. 

T h e o r e m 5.19. Let ty satisfy the assumption of Theorem 5.15. Then under con­
ditions of Theorem 5.17 on the functions g(r) = [SfTf\ representation (5.106) of the 
approximation operator (5.105) is fulfilled. 

Remark 5.1. The proof of this theorem and detailed verification we leave for the 
reader. Note only, that it is a slight change in the proof of Theorem 5.15 and we may 
start from estimation of the following iterated integral 

(i+g) (x) = ^J~T sinh((7r - e)r) jf°° ^{xv)Kir{v)dv 

x f°K i r(u)($f)(u)dudr, x>0. (5.132) 
Jo 

Theorem 5.20. Let l < p < 2 , 0 < z / < 1,<7(T) = [S^f] be under conditions of 
Theorem 5.17 for f(x) € L„>P(R+)- Then for ij)(x) G L1((0,a]'}\ogx)nLl/+1A([b,oo))n 
Z/1+„ |P(R+), a, 6 > 0, and ($f)(x) £ L1_ l / j l(R+) equality (5.111) is true if and only if 
functions 0*, (p* satisfy equation (5.112) almost for all s G (y — ioo,v-\-ioo). Besides 
the limit in (5.111) exists almost everywhere on R+. 

Remark 5.2. The proof of Theorem 5.20 can be established in the same manner 
as in Theorem 5.16. However, we need here to assume that ($ / ) (x) E Li_„,i(R+). 
In this case, for example estimate (5.115) takes form 

, ~ \mMcose + tsine))\l+hP{cos£ + ts.Q£)dtdu 

J— cot e I -+" 1 

<7lHUi*r«-"l(*/)(«)Mu 
7T JO 

x £ ^ (cose + tsme)-<<dt < Cl\\1>\Ulf\\{*f)\\i-*.i- ( g 1 3 3 ) 

Finally note , that in subsequent chapters we shall exhibit some examples of 
general index transforms which contain hypergeometric functions as the kernels. 

iK^iu^fr^*^1 «!(*/)(«)! II(^)IL,/ 



Chapter 6 

Index Transforms of The 
Lebedev-Skalskaya Type 

In this chapter we examine separately enough wide class of the index transforms 
generated by the following operators 

[»/](r) = f XK,(t)f{t)dt, z = a + ir, (6.1) 
Jo 

[ 9 / ] ( T ) = f°° %Kz(t)f(t)dt, z = a + ir, (6.2) 
Jo 

where we mean as usually by 

XK.{t) = K°+«(t) + Ka-ir(t)^ ( 6 3 ) 

= Ka+iT(i)-Ka.iT(t) ^ 
Zl 

the real and imaginary parts respectively, of the Macdonald function (1.91) of the 
complex index z = a-f zr, r G R with fixed real parameter a and variable t G R+. One 
can draw a parallel with the Fourier transform (1.191) and the corresponding cosine 
and sine Fourier transforms (1.197)-(1.198). Here we have in general the Kontorovich-
Lebedev transform (2.84) and investigate its 3ft- and ̂ -analogs as the index transforms 
(6.1)-(6.2). 

First these transforms appear in Lebedev and Skalskaya [3], namely it was consid­
ered the case z = 1/2 + ir in connection with applications to the related problems in 
mathematical physics. There it was shown the composition structure of the Lebedev-
Skalskaya transforms by means of their representations through the Kontorovich-
Lebedev transform (2.1) and the Riemann-Liouville fractional integral of the order 
a = 1/2. We remark here that miscellaneous results on the fractional integro-
differential operators are contained in the monograph of Samko et al. [1]. Later 
the Lebedev-Skalskaya transforms were investigated by Rappoport [1], Poruchikov 
and Rappoport [1]. Detail consideration of these transforms in Lp has been given 
recently by the author in Yakubovich and Luchko [2]. The attempt to spread the 
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Wimp approach on the Lebedev-Skalskaya transforms is undertaken in Yakubovich 
et al. [1, 1994]. 

6,1 Useful representations and estimates 

The aim of this section is to provide necessary integral representations and mis­
cellaneous estimates for kernels (6.3)-(6.4) and apply it to study below the mapping, 
inversion and convolution properties of the Lebedev-Skalskaya type index transforms. 

We begin from integrals (1.98), (2.83) and (4.47) related to the Macdonald func­
tion (1.91) to obtain the respective representations for functions (6.3)-(6.4). Indeed, 
taking, for instance integral (4.47) and using elementary trigonometric formulae we 
immediately deduce that 

m<a+iT(x) = f°° e-xcoshv cosh(av) cos(rv)dv, 
Jo 

%Ka+iT{x) = [°° e-xcoshvs'mh(av)sm(rv)dv, 
Jo 

(6.5) 

(6.6) 

where we mean x > 0 and a £ R. Hence it is not difficult to obtain the following 
uniform by r £ R inequality 

P i /C-MY(Z) < j H e'xcoshv cosh(av)dv = Ka(x). (6.7) 

We need to comprise also the case of inequality (1.100) for the Macdonald function. 
Consequently, in the same manner by analytic continuation of the integrand in (6.5)-
(6.6) on the strip /? £ (iS — oo, iS + oo) with S £ [0,7r/2) one can write key formulae 

$K( 
1 fi6+o 

'-+*(*)= 2 .£ -x cosh P+irfi cosh(a/3)d(3, x > 0, 

1 yt'5+o 

(6.8) 

(6.9) $sKa+iT(x) = - / ' " ' " e- Icosh0+iT0sinh(a/?)(i/3, x > 0. 

Therefore we find the inequalities being involved as follows 

cv > Ka+iT(x)\ <—]_ e-xcos6coshvcosh(av)dv = e~8T Ka(xcos8), (6.10) 

where £ £ [0,7r/2), X > 0. In particular, when a = 1/2 it becomes 

#i/2+tv(a0 ~~ V 2x cc cos 8 
(6.11) 



Lebedev-Skalskaya Type Transforms 173 

Considering integral representation (2.83) immediately obtain the formulae 

*#«+«■(*) = I H e—lv+v~lWva-1 cos(r log v)dv, (6.12) 
Z Jo 

^Ka+ir{x) = i f°° e - ^ + v " 1 ) ^ ^ - ! s i n ( r log v)dv, (6.13) 
z Jo 

that can be deduced directly from the above representations by the interchange v = 
eu. 

Let us touch now some reasonable formulae for the product of the functions 
$tKa+iT(x), $sKa+iT(x) of different arguments. Our start point is the Macdonald 
formula (1.103). So it is clear that one can write the identities as 

%{Ka+ir(x)K«+ir(y)} = \ r CXP ( 4 f - + - + - ) ) **-+*(«) - , (6-14) 
Z Jo \ Z \u y x ] ] u 

Z[Ka+iT(x)Ka+iT(y)} = \ /°°exp (-\ (2L + ™ + ^]) SKa+ir(u)-. (6.15) Z Jo \ Z \ u y x )) u 

Turn first to formula (6.14). The left-hand side of it yields 

&[Ka+iT(x)Ka+iT(y)] = XKa+iT(x)®Ka+iT{y) 

-SKa+iT(x)SKa+iT(y). (6.16) 
Further, one can calculate the following useful integral that slightly different from the 
right-hand side of (6.14), namely 

4 ( * , V , T ) = i j f e x p ( - 1 ( f + y + f ) ) **o- i + i T (u )A, . (6.17) 

For this begin from formula (4.82), meaning instead of the index a the complex index 
a + IT. Hence observe, that it is possible the differentiation through in (4.82) by the 
parameter /3 in view of the uniform convergence of the integral by /3 > 1. Therefore, 
making use the identity in Erdelyi et al. [1] 

x4-Ky[x) = -Kv(x) - xKy-^x), (6.18) 
ax 

setting ft = 1 and invoking with the Macdonald formula (1.103) find that the left-hand 
side of (4.82) generates the equality 

if-*(-i(?+T+?))=jf-'M* 
= -Ka+iT(x)Ka+iT(y) 

-£f-»H(?+T+?)K'~w*- (6,9) 
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Meanwhile, differentiating the right-hand side of (4.82) by /? and letting there ft = 1 
it is not difficult to deduce from (6.18)-(6.19) the final expression as 

ir-»(-i(T+T+?)K»* M* 
= - = ^ - j [xKa.,+ir{y)Ka+iT{x) - yKa-1+iT(x)Ka+iT(y)}. (6.20) 

x — y 
Consequently, taking the real part through in equahty (6.20) we obtain the value of 
integral (6.17), namely 

Ia(x, y, r) = -P— [ z* [Ka_1+ir(y)Ka+iT(x)] - y*t [Ka_1+iT(x)Ka+iT(y)]\ ■ (6-21) x — y 

In the case a = 1/2 one can reduce formula (6.21) to more simple form. Indeed, invoke 
with the evenness of the Macdonald function by its index and find that K-i/2+ir(x) = 
Ki/2-ir(x) = Kz(x), where z = 1/2 -f IT. Therefore, equality (6.21) can be simplified 
to the identity 

h/2(x, y, r ) = - ^ - [*^i/2+ . r(«)*^i/2+ . r(y) + %K1/2+ir(x)%K1/2+ir(y)} . (6.22) 

Hence, combining with (6.14) obtain the analog of the Macdonald formula (1.103) for 
^-functions 

S^i/2+,-T(i)S^i/2+iT(y) 

= I f e x P ( - 5 f - + - + - ) ) » " W < « > f 1 + i + -) du. (6.23) 
4 Jo \ 2 \ u y x J J \x y u) 

Similarly, appealing to (6.16) the related formula with the product of ^-functions in 
the left-hand side is straightforwarded, namely 

%Kl/2+iT(x)5sK1/2+ir(y) 

- \ / > H (?+ 7+ ? ) ) **"-<"> ( ; + ; - : ) *■ <•*> 
As is easily seen, putting in formula (6.23) r = 0 in view of the value of the 

Macdonald function K\/2(x) we arrive to the identity 

e"-y _ l r°° (_}_(^y_ xu uv <)X\{1 l l \ du 

yjxy ~~ 2y/2w Jo e X P V 2 V u y x / ) \x y u) y/u 

Finally in this section we demonstrate some index integrals being corollaries of 
the above representations. For instance, by virtue of the inversion of the cosine and 
the sine Fourier transforms one can deduce from (6.5)-(6.6) the following formulae 

too 7j-
/ XKa+iy(x) cos(yT)dy = - e - * c o s h T cosh(ar), x > 0, r > 0, (6.26) 

Jo 2 

(6.25) 



Lebedev-Skalskaya Type Transforms 175 

^ <3Ka+iy(x) sm(yT)dy = _ e -* c o s h T sinh(ar), x > 0, r > 0. (6.27) 

Furthermore, direct computations with the Fubini theorem by virtue of formulae 
(6.23)-(6.24) enable us to obtain the equalities (see formulae 2.16.55.2 in Prudnikov 
et al. [2]) 

j COs(aT)^K1/2+ir{x)^K1/2^ir(y)dT 

= I C ° S h \ U » + » » ' + £ , c o A , * 1 (\/-2 + ^ + 2^cosha) 

+K0 (jxi + y2 + 2xycosha)] , (6.28) 
yoo 

J c o s ( a T ) 3 # 1 / 2 + 1 T ( x ) 3 t f 1 / 2 + 1 T ( y ) d T 

7r a I a; + y ( i \ 
= - cosh - . =K1 I Jx2 + y2 + 2xy cosh a 

4 2 [ y/x2-f r/2 + 2xy cosh a \ v / 

-K0 (y/x2 + j / 2 + 2xycosha\\ . (6.29) 

As the corollary of above formulae (6.28)-(6.29) we give below the following one 

j cos(ar)ft [K1/2+iT(x)K1/2+iT(y)\ dr 

= ^ cosh ^K0 Ux2 + y2 + 2xycosha) . (6.30) 

6.2 The Lebedev-Skalskaya transforms 

Our purpose here is to establish the mapping properties and inversions of Lebedev-
Skalskaya transforms (6.1)-(6.2) in the weighted space L„fP(R+). In particular, in 
the case a = 1/2 one can illustrate suitable inversion formulae and the Parseval-
Plancherel identities. However, we begin from the case of a general a to give theo­
rems analogously to Chapter 2 where we studied in detail the Kontorovich-Lebedev 
transform. Assume that r G R+. 

Theorem 6.1. The operators of the Lebedev-Skalskaya transforms (6.1) — (6.2) 
map the space L^P(R+), where p > 1, v < l — \a\ into the space L r(R+), r > 1 and pa­
rameters p,r in general have no dependence. Furthermore, functions [3£/ ] (T) , [ ^ / ] ( T ) 
are infinitely differentiable ones for any f € //„,,, (R+) with the parameters v and p 
given above. 
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Proof. The proof is straightforward by using the Holder inequality and obtained 
estimate (6.10). Indeed, we have inequalities 

[{S}'H*r|{*}*^<H* 
Uoo \ 1/9 

K<a(y cos S^-^dy) | | / | |„ = C„,s,a,qe-ST\\f\l,p, q = p/(p - 1), (6.31) 

where CUistaiq is a constant provided that v < 1 — |a | (in view of the asymptotic 
behavior of the Macdonald function Ka(xcos6)) and 6 G (0,7r/2). Consequently, 
clearly that Lr-norms of Lebedev-Skalskaya transforms (6.1)-(6.2) can be immediately 
estimated as follows 

/ (r) dr rat-m 
< C¥AaM\\»* ( j f ^T8Tdr) T = CH/IL,, (6.32) 

where C is an absolute positive constant. 
Further, appealing to (6.8)-(6.9) it is easy to show a performance of the differ­

entiability by r > 0 under integral signs in view of the uniform convergence of the 
obtained integrals. Precisely, we find that for k = 0 , 1 , . . . , 

Thus, 

|£({*K<#/:<—-' «::! 
Hence for the Lebedev-Skalskaya operators (6.1)-(6.2) it follows that 

and therefore, recalling the Holder inequality we continue 

dv. (6.34) 

(6.35) 

drk 

< ",p(R+) 

* r | £ ({*}***«)'« dt 

1/9 

(r IlKi*}*^!'^1*) '• ^ 
One can show that the integral at the right-hand side of equality (6.36) is a constant 
being uniformly estimated by r G R+ by using the generalized Minkowski inequality 
(1.10). Namely, invoking with (6.34) it can be treated as follows 

1/9 

(f|IK{*K«)l>-'''-'*) 

£({S}^->H£'~<*>'{:£!::i}*- (6.33) —x cosh v+tr v / :osh(av) 
sinhfav) 

Ka+ir{x) 

Hence for the Lebedev-Skalskaya operators (6.1)-(6.2) it follows that 

md therefore, recalling the Holder inequality we continue 
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1/9 
cfo 
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(6.37) 
sinn(au) J 

where Cu,a,k is a constant. Indeed, one can easily verify under condition v < 1 — \a\ 
that it provides the convergence of the integral by v in (6.37). This completes the 
proof of Theorem 6.1. • 

Let us define the range of the Lebedev-Skalskaya index transforms of LUyP-iunctions 
similarly to space (2.13) by 

LS"{Lu,p) = {g: * ( r ) = [ { * } / (r), / e L„,PC R+)}, P> 1, v< \-\a\. (6.38) 

In order to establish inversions of the Lebedev-Skalskaya operators in suitable form 
of the approximation operator like (2.14) by means of the representations obtained 
above attract our attention to the case a = 1/2. Without loss of generality consider 
now in particular, ^-transform (6.1). To describe the range (6.38) in this case define 
the approximation operator such that 

( \ 4:X f°° 

if 9) (*) = - T / cosh((T - 2e)T)mUn+iT{x)g{T)d7 
' TT* JO 

where e e (0,7r/2), X > 0. 

(6.39) 

Theorem 6.2. On functions g(r) = [3£/](T) being represented by the Lebedev-
Skalskaya transform (6.1) with a = 1/2 and f € L1/)P(R+), 1 < p < oo, i/ < 1/2, 
operator (6.39) has the following form 

(ifg) (x) = ^R± [ j T Ko ^ + y2-2xycos(2e) ) f{y)dy 

, x > 0. (6.40) + 
roo (x + y)tfa (v/x2 + y 2 -2xycos(2e) ) 

/ / Lf{y)dy 
Jo yjx2 + y2 - 2xy cos(2e) 

Proof. First by virtue of (6.11) and (6.31) observe that for each e G (0,7r/2) one 
can deduce the estimate, namely 

l(^)W|^7 
2**"1/2 

x f°° cosh((7r - 2e)r)e-26Tdr 
Jo 

x f°° e-yco*s\}{y)\% < C^-1/2e-"°'s\ 
Jo i/2/ 

(6.41) 

f̂̂ KHf'-"^"---*) s - , » c o d . « y ( l - V ) , - l d y 

= q"-lT^(q(l - u)) vk (cosh(au) 
cosh1 u v \ sinh(av) " = Ci/,a,fc < OC 

file:///-/a/
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where 2 r°° 
Cs,c = —=-= / coshU* - 2e)r)e-iSrdT 

TCOS 0 JO aoo \ 1/9 

e-ygcosSy(l/2-u)q-ldy\ < ^ (g 4 2 ) owing to the conditions 1/ < 1/2 and 7r/2 — e < £ < 7r/2. Consequently, substituting 
the value of g(r) being given by formula 

roo 

9(r) = Jo &K1/2+iT(y)f(y)dy, (6-43) 

in (6.39) change the order of integration appealing to the Fubini theorem in view 
of estimate (6.42). Finally, call representation (6.28) which leads us to the desired 
formula (6.40). Theorem 6.2 is proved. • 

Turn now to the inversion of the Lebedev-Skalskaya transform (6.43) of LUiP-
functions in terms of the approximation operator (6.39). 

Theorem 6.3. Let g(r) be given by formula (6.43) , where f G LI />p(R+), p > 
1, - 1 < v < 1/2. Then 

f{x) = (l*g) (*), (6.44) 

where [I**g) (x) is understood as 

(l*g) (x) = l . i .m.^ o+ (if 9) (x), x > 0, (6.45) 

by the L„p-norm (1.19). In addition, the limit in (6.45) exists almost everywhere on 
R + . 

Proof. The proof of this theorem shall be completed in the same manner as for 
example in Theorem 2.2. Denoting by 

R{x,t,e) = x c + 1 s ine [sin2e(t2 + \)K0 [xs\n2e{t2 + l ) 1 ' 2) 

+ (1 + cos2e + *sin2e)(*2 + l)^2K1(xsin2e(t2 + l)1 '2)] , t > - cot 2e, (6.46) 

R(x, t, e) = 0, t < - cot 2e, (6.47) 

interchange variable in (6.40) by the replacement y = £(cos2e -f £sin2e). Hence we 
obtain for e G (0,7r/2) that 

/ » \ 1 f°° 1 
(I?g) {x) = - - j—-/ (x(cos 2e + t sin 2e))R(x, t, e)dt. (6.48) 

71 J—oo t ~\~ i. 

Meanwhile, it is not difficult to see, that due to formulae (1.96)-(1.97) of the asymp­
totic behavior of Macdonald's functions K0(z), K\(z), for any t e R, x 6 R+ and 
e E (0,7r/2) it follows that |#(a;,*,e)| < C, where C is a positive constant and 

clim R(x,tye) = l. (6.49) 

(6.42) e - W c o . * y ( l / « - , ) , - l d y \ 
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Further, owing to the generalized Minkowski inequality (1.10) estimate L^p-norm of 
the operator in the left hand-side of (6.48). We have 

< C r -r— \\f{x{co82e + t8m2e))\\VtPdt 
J- cot 2e V + 1 

= q i / n , , r {cos2e:t™2£r"dt=cM,P, (6.50) 
J— cot 2c Z -\- I 

where constants are provided by the boundedness of the function R(x,t,e) and uni­
formly convergent integral (5.116) under —1 < v < 1/2. Therefore, making use 
properties of the Poisson kernel (1.14), Theorem 1.4 for Z/„tP-spaces, continuity of 
Lp-norm and limit relation (6.49) immediately conclude that 

IK7**) - ' I L - UZ ^ i i / w c ° s 2 e + * s i n 2 e ) ) ^ ^ ^ ) 
-f{x)\\yjtdt-*0, e - 0 + . (6.51) 

The existence of the limit almost everywhere on R+ one can motivate by Theorem 
1.3. This ends the proof of Theorem 6.3. • 

As a corollary estimate (6.50) gives the uniform by e inequality of kind 

IIWIL^IKNL < 6 - 5 2 ) 

for any g G L51/2(L1/jP), p > l , — 1 < i/ < 1/2. Consequently, Theorem 6.3 implies 
that 

[ * / ] ( T ) = 0, / € W R + ) , P > 1, - K " < 1/2, (6.53) 

if and only if f(x) = 0 almost everywhere on R + . Furthermore, one can introduce a 
norm in the space LSll2(LUtP) for instance, by the equality 

IMIw/»(w> = II/H-*. 9 = [»/](T). (6.54) 

Let us prove next theorem to obtain a description of the range (6.38). 

Theorem 6.4. An arbitrary function g(r) being defined on R + belongs to the 
space LS1/2(LU,V), p > 1,-1 < v < 1/2 , if and only if g(r) G L r ( R + ) , where 
1 < r < oo in the necessity part, 2 < r < oo in the sufficiency part and also 

l . i .m.^ 0 + (if g) € i , ,P(R+). (6.55) 

Proof. The necessity of condition (6.55) follows directly from Theorem 6.3 and 
estimate (6.32). Let us prove the sufficiency. Assume that g{r) G L r ( R + ) , 2 < r < oo 

| | ( / f< / )L < lJ^¥j1\\f(x(cos2e + tsm2e))R(x,t,e)\l,pdt f(x(cos 2e + t sin 2e))R(x, t, e)\\„,pdt 
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and relation (6.55) holds. Our purpose is to show that in this case there is a function 
/ G LUiP under conditions on parameters i/, p in the theorem such that the equality 

[*/] (6.56) 

takes place. As is easy to conclude from condition (6.55) that for enough small e > 0 
the function (ifg) belongs to LUiP(R+), p > 1,-1 < v < 1/2. Moreover, one can 
calculate the following composition of operators (see also (6.43)) 

[* ('f <?)] (T) = jH XK^iriv) {if a) (y)dy. (6.57) 

As usually for a set of smooth functions g with a compact support on R + , which is 
dense in L r , substitute the expression of the operator (if) given by formula (6.39) 
in (6.57) and change the order of integration. The inner integral arises, namely 

roo 
I(r,t) = / yem<1/2+iT(y)M<1/2+it(y)dy, 

Jo 
(6.58) 

and it can be evaluated by formula 2.16.33.2 in Prudnikov et al. [2] (see also (2.30)). 
Hence we obtain 

I(T,t) = 

+ 

T(c) 

1 

1 r ( e + i(t + r) + ^ r (s + 1 ±i(T - t) 

s2 + (r - tf 

e2 + (r + ty 

r ( e + i(r - t) + ^ r (e+\+ i(r + t) (£±ifczfl + I) (6.59) 
2 / V 2 

Consequently, one can write composition (6.57) as follows 

[*ft (ifg)] (r) = g€(r) = ± J™cosh((ir - 2e)t)I(r,t)g(t)dt, (6.60) 

for e G (0,7r/2). In order to spread equality (6.60) for all g G Lr, we may prove 
the boundedness of the operator in the right-hand side of (6.60). However, owing to 
(6.59) and Stirling's formula (1.33) the kernel of the integrand there equals to 

O (C-*'+*K«-T)-I<-T|]/2) i ( t ) T ) e R + x R + , £ G (0,TT/2). (6.61) 

One can establish the estimate like (2.33), namely, according to the Holder inequality 
(1.8) there exists some parameter 6 G (TT/2 — 2e,7r/2) and a constant C such that 

| [3* (Ifg)] (r)| < Cel*-*'2* f eW-2*-s*g(t)dt < qCe\\g\\r- (6.62) 

Thus we find the boundedness of the operator in the right-hand side of (6.60) in the 
space L r , 2 < r < oo. Hence invoking with (6.59) and simple interchanges of variables 
one can represent the function g£(r) as 

9C[T) ~ r (£ + l)7T2 Jr/e V2 + 1 
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x cosh((7r - 2e)(ev - r )) r(e(i±M+l )r(„+ . , e(l-iv) 
2 2 

dv 

2e rle g(r — ex 
+ r ( £ + 1W2/-00 v2 + i 

x cosh((7r - 2e)(r - ev)) 
r(^+i)rM+£^) dv 

= 0 I C ( T ) + # 2 * ( T ) . (6.63) 

Let us estimate the absolute value of <7I£(T) depending on variable r > 0. Indeed, 
owing to (6.61) we find 

^-fdfb-(r + t)2 + e2 (6.64) 

Making use the Holder inequality (1.8) and taking r > 1 arrive to the following 
relations 

^(r)i<c£||gnr(/; ( ( T + f ; 2 + g y ) ' * 

< C x ^ l M U r ' = r / ( r - l ) , r < ex,. 

Meanwhile, for 0 < r < 1 we set 

(6.65) 

^ W J C ^ J T W 

< 00. 

i2 + e2 

= Ce (h(e) + /«(£)). 

Hence for the integral I2 we obtain 

'.<«)< iwi,(f£)1/" 
Conversely, the integral ^ can be estimated as follows 

l /r ' 

(6.66) 

(6.67) 

^wi""'"(/.'(i4V) 
< ^ " 2 / r | k l l r - > 0 , e - + 0 + , r > 2 . (6.68) 

Combining results in (6.67)-(6.68) find that under 2 < r < 00 the function gu(r) G 
L r(R+) and moreover, 

| | f t . l | r -»0 , e - 0 + . (6.69) 

eI^ = £J0 mT*dt = J0WTTdt Jo¥TTdt \9{t)\ 
0 <2 + e2 

/ m t & ; i 
./o 1- -t-1 

:/i(e) = e 

= Ce(/,(e)+ /2(e)) 
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Concerning the function from (6.63) one can write 

1 f°° d(T — ev) 
9ii 

= 1 / - 9_{rev)_H fr _ \ ^ ^ {67Q) 
7T J-oo V -f- 1 \ £ / 

we H(x) is the Heaviside function and /I(T, V,E) defined by formula 
2C 

h(T'v' ^ = r(g + i)7r ^W* " 2e^T ~ev^ 

(^O'M^) 2 

(6.71) 

Taking into account the above estimates and conditions of this theorem invoke 
with the generalized Minkowski inequahty (1.10) and supplement formula (1.29) for 
gamma-functions. Hence from equality (6.63) we obtain 

\\9*-9\\r<\\gu\\r + \\g2e-9\\r 
1 r°° 1 

<llffu||, + - / -TT7 
7T J-oo V* + 1 

v) h(r,v,e) - g(r)\\ dv -> 0, e -> 0, 2 < r < oo. (6.72) 

However, on the other hand, estimate (6.31) implies that the operator [3fi/] is bounded 
in L^p, p > 1,-1 < v < 1/2. In other words, there exists the following limit in LUfP-
norm (1.19) 

l.i.m.^0+ [*(£*)] = [M.i.m.̂ of (ifg)} 
= [ * / ] , / = ( / " * ) 6X^(11+). (6.73) 

Since the composition Si U*<n converges in the Lr-norm too, the limit functions 
coincide almost everywhere on R + . Thus from equality (6.73) we lead to (6.56). The­
orem 6.4 is completely proved. • 

Remark 6.1. In the same manner one can treat the ^-transform (6.2) in the case 
a = 1/2. Thus we obtained pairs of reciprocal formulae for the Lebedev-Skalskaya 
5i-, ^-transforms such that 

[*/100 = f" ®Ki/2+ir{x)f{x)dx, (6.74) 
Jo 

4 f°° 
/ (* ) = — / cDSh(TrT)%Kl/2+iT(x)[®f}(T)dT, (6.75) 

7TZ JO 

[ 9 / ] ( T ) = r ZK1/2+iT(x)f(x)dx, (6.76) 
Jo 

/ ( * ) = 4 r «»h(irr)9Jif1/2+JT(x)[a/](T)dr, (6.77) 
IT* Jo 

where we mean / G LUtP(R+) f o r l < p < oo, —1 < v < 1/2 and integrals (6.74), 
(6.76) converge absolutely. Meanwhile, the convergence of integrals (6.75), (6.77) are 
meant in terms of the corresponding approximation operators (6.39) (if) , fI^j by 
respective Theorems 6.3-6.4. 
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6.3 L2-theory of the Lebedev-Skalskaya trans­
forms 

We are going to consider here the limit case of the range (6.38) LS1f2{Lu^p) for 
the Lebedev-Skalskaya transforms (6.74), (6.76), namely when v = 1/2 and p = 2. 
In other words, we take / from the space L2(R+) = Zq/2,2(R+)- Attracting our 
attention to the ^-transform we construct the Plancherel theory similarly as for the 
index transforms considered above. 

In accordance with formula (2.43) let us define the ^-transform (6.74) in the form 

[ * / ] ( T ) = l . i .m.^ .0 [N &Kl/2+iT(y)f(y)dy, (6.78) 
Jl/N 

where / G I>2(R+) and the limit in (6.78) is understood in the meaning of convergence 
in certain Hilbert space that shall be defined below. The integral in (6.78) converges 
absolutely owing to Theorem 6.1. Indeed, if f(x) 6 L2(R+), then for any number 
TV > 0 f(x) e L2([l/N,N]). Furthermore, the estimate 

[iNy2-l\f{y)\2dy < CJ"N \f{y)\>dy = C| | / | |L ( [ iO T (6.79) 

enables us to conclude that f(x) € L^Ql/TV, N]) for any — 1 < v < 1/2. Conse­
quently, due to Theorem 6.1 integral (6.78) is absolutely convergent and the Lebedev-
Skalskaya transform (6.78) of the function fN = / ( x ) , x G [1/7V, JV], f(x) = 0, 0 < 
x < 1/N exists. 

Appealing to formula (6.75) determine the Hilbert space L2 (R+; ^ cosh(7rr)J 
with the norm 

M2 
2 / r°° \ l'z 

HMIL2(R+;4rC„sh(.T)) = - ( / 0 cosh(xr)|Mr)|2<irj . (6.80) 

Ler product in this space and write formally 

( [» / ] , [%]) = \ rcOsh(7TT)[&/](T)I%I(7)dT 
IT* JO 

Hence take the inner product in this space and write formally 

4 

A. roo roo 
= — cosh(*T)[»/](T) / m<y2+iT(y)g(y)dydT 

7T* JO JO 
roo 4- r°° 

= I 9{y)dy^ I cosh(jrT)Sff1/a+iT(y)[»/](T)<fT 
JO IT* JO 

roo 
= / f(v)g{v)dv = (f,9)1*01+), (6-81) 

Jo 
where the notation ( , )L 2 is fixed for the inner product in the space L2(R+). The 
respective conditions of validity of equalities (6.81) can be given by 
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Theorem 6.5. If g(x) G L^R+j e-xcos6/y/£) and [»/] G L1(R+;exp((7r -
^)r)), £ G [0,7r/2), i/ien i/ie Parseval equality for the Lebedev-Skalskaya transform 
(6.74) takes place 

([*/],[*$]) = </,*>• (6-82) 
In addition, for f = g we obtain the isometrical identity in the form 

ll/ll2 = IP/]llLj(K t, i«*(„))- (6-83) 

Proof. The proof of this theorem immediately follows from estimate (6.11) and 
Fubini's theorem that allows us to change the order of integration in (6.81) by virtue 
of the absolute convergence of the respective iterated integral. • 

Similarly as for the Kontorovich-Lebedev transform (2.43) one can verify the va­
lidity of the Parseval formula (6.82) for the space of smooth functions with compact 
support on R+. Although here it is enough to take functions from C ^ ( R + ) . Nev­
ertheless, we need to establish useful integral representation to estimate the kernel 
^i^i/2+»T(x) by the index r at infinity for each fixed x > 0. Indeed, according to 
(1.105)-(1.106) (see also Erdelyi et al. [1]) one can extend these formulae on the 
complex parameter \i = 9fyz-f ir , |9fyz| < 1, r G R in view of the uniform convergence 
by \i being verified with the aid of the replacement v = sinhu as well as Abel's test of 
the uniform convergence of integrals. Consequently, letting there // = 1/2 + ir after 
simple manipulations it is not difficult to obtain the representation in the form 

cosh ( | j $tKl/2+iT(x) = -mj cos(ru) 

X [cos(x sinh u) cosh(u/2) + sin(x sinh u) sinh(u/2)] du, x > 0. (6.84) 

Further, in the same manner integral (6.84) converges uniformly by x G [0,a], a > 0. 
Therefore, integrating through in (6.84) by x we find that 

cosh ^ - J J ^Ki/2+ir{t)dt = —j=j cos(ru) 

[sin(x sinh u) 1 — cos(xsinhu)] , ^ . ^ x 

\ , ,J + A /Qv ' du, x>0. 6.85 
smh(iz/2) cosh(u/2) J 

Meanwhile, one can show that for each fixed x > 0 the function 
cosh(xr/2)|»/ir1/2+iT(a:)| < C 

uniformly by r G R+. Namely, to prove it consider separately each integral in (6.84), 
dividing it for two ones. First as is evident from the uniform convergence of the 
integral (6.84) by r G [0,^4), A > 0 the function cosh(7rr/2)3^/(r

1/2+tT(x) is continuous 

Meanwhile, one can show that for each fixed x > 0 the function 
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by r for any x > 0. Thus we may to show its boundedness at infinity. For the first 
integral in (6.84) we have 

roo 
/ ( r , x) = / cos(xsinhu)cosh(u/2)cos(ru)c/u 

=(f+/;) cos(x sinh u) cosh(u/2) cos(ru)du 

= / 1 ( T , X ) + / 2 ( T , X ) , (6.86) 

where N is an enough big positive number. The integral ^ ( r , x) is absolutely conver­
gent and consequently, it follows that \I(r,x)\ < C. For the second integral in (6.86) 
we find with the interchange v — sinh u that 

r-*) = 0(£ ri \ ^ i ; c o s ^ c o s ^ - l o g ^ + ^ + l)1/2)) 
h{r,x) = o[JNi ^ >-&, 

COS (iV + T log(v + (u2 + 1)1/2)) 
JNi y/v 

I roo COS (xv - T l o g ( v + ( u 2 + 1 ) l / 2 ) ) \ 
+ ° ( j ! V i ^ y ^ '—y-dv\ = 0(I21(T,X))+0(I22(T,X)). (6.87) 

Treat each integral in the right-hand side of (6.87) integrating by parts and considering 
enough big r G R+. Then, for instance, we obtain 

roo COS [XV + T l o g ( v -f ( v 2 4" l ) ^ 2 ) ) 
hi{r,x)= * — J-dv 

JNX y/V 

sin (xNi + rlogCM + (TV2 + l)1/2)) (TV2 + l ) 1 / 2 

" y]VT(x(iV2 + l)V2 + T) 

1 roo sin (xv + r\og(v + (t;2 + l)1/2)) (v2 + 1)1/2 

+2jNl v3/2(x(v2 + iy/2 + T) dv 

roo sin (XV + T log(» + (t>2 + l)1/2)) v ^ ( " 2 + 1)"1 / 2 

" i v , (*(W» + 1)V2 + T) ^ 

sin (xv + Tlog(v + (v2 -f 1)1/2)) y/v 
) N l (X(V2 + I)1'2 + T)2 " 

Hence is obvious to observe that for each x > 0 the right-hand side of (6.88) is 
bounded by r and we have 

I M r , » ) l < ^ + C / w - * r , (6.89) 

roo sin \xv -+- r ioeiu -f \v t i v u 

+ x / — / , *I IW».L w dp- (6-88) 
./JV, (xiv2 + l)''2 + rr 
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where Cx is a constant that does not depend from r . So we obtained that h\(T,x) = 
0(1) , r —► oo. Similarly verify the integral I22(T,X) in (6.87), integrating by parts 
and choosing finally Ni enough big number to separate a denominator of the inte­
grand from possible zeros in this case. Then details of this verification as well as 
the estimation of the second integral in (6.84) we leave to the reader. Thus con­
clude our desired assumption concerning the uniform boundedness of the function 
cosh(7rT/2)9£Zfi/2+,Y(aO-

Theorem 6.6. If the function f(x) € C ^ ( R + ) , then the Lebedev-Skalskaya trans­
form (6.78) belongs to the space Li(R+ ;exp(7rr/2)). 

Proof. It is a simple matter to check that integral (6.78) is absolutely convergent 
and under conditions of the theorem defines a continuous function of the variable 
r G R+. Moreover, one can write multiplying through in (6.78) by cosh(7rr/2) that 

coshe r /2 ) [S / ] ( r ) = cosh(7TT/2) / ^I<i/2+ir(y)f(y)dy 
Jo 

= cosh(7rr/2) jf XKl/2+iT(y)f(y)dy, (6.90) 

where we denoted by I the support of a function / being a compact set on R+. Hence 
integrating by parts in (6.90) it becomes 

cosh(7rr/2)[^/](r) = - cosh(7rr/2) f ° f'(y) F ^K1/2+iT{t)dt. (6.91) 
Jo Jo 

Now calling representation (6.85) substitute it into the right-hand side of (6.91) and 
change the order of integration by the Fubini theorem according to an absolute con­
vergence of the iterated integral. Denoting by 

F l ( u ) = o /o \ t ^ L f'(y)My*i*hu)dy> (6.92) 
2v2sinh(u/2) Jh 

F ^ = o /o \ t /oi / / , ( S , ) ( 1 - " " I * S i n h U))dy' (6-93> 
2v2 cosh(u/2) Jh 

where we mean by I\ the support of the function / ' arrive to the equality of type 
TOO 

cosh(7rr/2)[^/](r) = - / [Fx(u) + F2(u)] cos(ru)du. (6.94) 
Jo 

Hence one can achieve the order of integrability by r at infinity of the function 
cosh(7rr/2)[^/](r) taking into account differential properties of functions F t(u), i = 
1,2 and their vanishing with derivatives, when u tends to zero or infinity. Thus twice 
integration by parts leads to the representation 

1 t°° 
cosh(7TT/2)[£/](r) = — jf [F»[u) + fj(ti)] cos(ru)du. (6.95) 

Therefore, owing to an absolute and uniform by r G R+ convergence of the integral 
at the right-hand side of (6.95) being verified directly by a summable majorant we 
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obtain that it equals 0 ( 1 / r 2 ) , r —► oo. This ends the proof of Theorem 6.6. • 

Theorem 6.7. For the functions f(x) from the space C^{R+) the Parseval 
equality (6.82) is true. 

Proof. As it straightfor wards from the previous theorem and Theorem 6.4 for 
functions / G C ^ ( R + ) formula (6.75) holds. Besides integral (6.75) is absolutely 
convergent owing to the above estimates and one can derive the series of equalities 
(6.81), taking into account the compactness of a support of the function f(x) and by 
using the Fubini theorem. • 

As for the Kontorovich-Lebedev transform in Chapter 2 choose an arbitrary func­
tion from L2(R+). As is known there exists some sequence of functions with the 
compact support from the space C^^(R+) being convergent to the given function / 
by norm of the space L2(R+). Denoting as usually through fn the common term of 
this sequence from Theorem 6.7 we deduce the equality 

roo A roo 
/ \fn(x) - fm(x)\2dx = — coeh(TT)|[*/n](r) - p8/m](T)|2dr. (6.96) 

JO 71"* JO 

The left-hand side of equality (6.96) tends to zero by ra,n —> oo by virtue of the 
completeness of L2(R+). Consequently, the sequence {[^/nK^)} is the Cauchy se­
quence. Furthermore, there exists a function h(r) = [3£/](T) G L2 ( R + ; ^T cosh(7rr)J 
such that [3£/n](7") —► h(r) by the norm of this space. As is clear 

[ » / „ ] ( T ) = / XK1/2+iT(y)fn(y)dy, (6.97) 
J In 

where In is meant the least segment being contained the support of the function fn. 
Hence integrating through in (6.97) by r we find 

rWn](t)dt= I fn(y)dy [T m<1/2+it(y)dt 
JO Jln JO 

= r*K(T,y)My)dy, (6.98) 
Jo 

where we put by 
Stf(r f y) = fT 3tK1/2+it(y)dt. (6.99) 

Jo 
Turn now to the left-hand side of the equality (6.98). In fact, since [3£/n](*) belongs 
to L2 (R+;;£cosh(7r*)), consequently [»/n] G L2([0;T]). AS [*/n](0 -> [»/] by the 
norm of the. space L2 fR+; ^ cosh(7r£)J and 

[ mm) - ww)\2dt < cms/.] - w}\\i{K^cosH«t)y (6-10°) 
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then [S/n] -> [»/ ] by the norm L2([0;r]). Hence the Cauchy-Schwarz-Bunyakovskii 
inequality implies 

I r a*/n](<) - pi/i(o)*i < r i[*/«](*) - [*/i(*)i* 
\J0 I •'0 

< ^ I P / n ] - [*/]||l*(fcr])- (6-1 0 1) 
Therefore, 

lim f [»/»](*)<& = [T[W](i)dt. (6.102) 

In the similar manner one can pass to the limit at the right-hand side of (6.98) 
preHminary derived an absolute convergence of the respective integral. Indeed, the 
function fn(x) G L2(R+) an (^ moreover, we find that 

Jo \XK(T,y)fn(y)\dy < (Jo \XK(rty)\2dy) | | /n | | M R + ) . (6.103) 

Let us show that for each r > 0 the function 3tK(r,y) G L2(R+). Indeed, recall 
representation (6.84) and invoking with (6.99) obtain 

m<(r,y) = CVjTcosh ( y ) $tKi/2+it(y)dt 

Q tr roo 
= —^ / eft / cos(tu) 

y/2J0 JO K J 

x [cos(y sinh it) cosh(u/2) + sin(i/ sinh u) sinh(u/2)] du, (6.104) 

where CT is a constant. However, according to the uniform convergence of integral 
(6.84) by r one can perform the integration through in the right-hand side of (6.104) 
that gives 

w( \ CT [°° s i n (™) 
V 2 Jo u 

x [cos(y sinh u) cosh(u/2) + sin(i/ sinh u) sinh(u/2)] du. (6.105) 

In the last integral make the replacement v = sinh u and consider the right-hand side 
of equality (6.105) as the sum of the cosine and the sine Fourier transforms with some 
coefficients that depend from y for each fixed r G R+- For example, the first integral 
shall appear as 

too . sin (V log(W( t ; 2 + 1)1 /2)) 
L c o s M ^ + l ^ + 1 ^ ^ ^ ^ ^ ^ ^ ^ ^ . (6 ,06) 

The integrand here is a bounded function of v > 0 and equals O(v_ 1 /2 log_ 1 v) at 
infinity. Consequently, it belongs to L2(R+) and as is known from the theory of 
Fourier integrals (see details in Titchmarsh [1]) the cosine Fourier transform related 
to (6.106) defines a L2-function of y G R+. In the same manner one can treat the 
second integral in (6.105), appealing to the property of the sine Fourier transform. 
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Thus, 3Wf(r, y) G L2(R+). Moreover, the limit relation fn —► / by the norm of 
L2(R+) and Cauchy-Schwarz-Bunyakovskii inequality imply that 

roo roo 
K m / &K(r,y)My)dy = / dtK(r,y)f(y)dy (6.107) 

n—►oo J o JO 

and together with the limit in the left-hand side of equality (6.98) we obtain 

[Tm](t)dt = f°° XK(T,y)f(y)dy. (6.108) 
Jo Jo 

Meanwhile, [»/] G L2 (R+; £ cosh(Trt)) and it means [»/] G Z,2((0,JV]). There­
fore, we find that [3£/] G Zq((0, TV]). Consequently, one can differentiate through in 
equality (6.108) and to deduce for almost all r > 0 the formula 

d r°° 
m]{T) = d^J0 ®K(T>y)f(y)dy- (6-109) 

Turning to the isometrical identity (6.83), being spread for all functions f(x) G 
Z/2(R+) observe that the ^-transform [3£/] G L2 (R+; ^ cosh(7rr)J owing to the con­
tinuity of norms from the relation 

I I /» | |L , (R + ) = I I M I ^ R ^ c ^ ) ) - (6.H0) 

Hence as usually set in (6.82) g(y) = 1, 0 < y < x, g(y) = 0,y > x. This can be 
derived to the identity of kind 

rx A roo rx 
/ f(y)dy = — / cosh(xr) / m<1/2+iT(u)duW](T)dT. (6.111) 

Jo ic* Jo Jo 
However, recalling formula 1.12.1.2 from Prudnikov et al. [2] (see (2.71)), one can 
easily write the value of the inner integral at the right-hand side of (6.111), precisely 

/ $K1/2+iT(u)du 

xi/2-iT2-V*+iTY(i/2 + iT) (1/2-JT . 5/2 -ir x2 

1̂2 H - s — ; 1/2-*r, 
1/2-IT x z V 2 ' 2 ' 4 

^ Ta:3 /2- i T2-3 /2- t Vr(- l /2 - ir) 
H-3fc_i/2_f 3/2 - ir 

„ , 3/2 - ir o ln 7/2 - ir x 
x i ^ 2 -^— ; 3/2 + IT, -^— ; -

^ l / 2 + t -

(6.112) 

Hence, differentiating through in (6.111) by x and denoting the right-hand side of 
(6.112) by S(X,T) we obtain the dual formula for the Lebedev-Skalskaya transform 
(6.109) as follows 

/ (* ) = — — / C08h(lTT)5(x,T)[»/](T)dT. (6.113) 
7TZ dX JO 
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In order to formulate the Plancherel theorem for the Lebedev-Skalskaya transform we 
may prove that formula (6.78) holds, precisely speaking our purpose is to establish 
that the Lebedev-Skalskaya transform [3ft/] is the limit in mean by the norm of the 
space L2 (R+; ^ cosh(7rr)J of the integral 

IN &K1/2+iT(y)f(y)dy 
Jl/N 

■ [N ®K(T,y)f(y)dy (6.114) 
Jl/N 

Jl/N 

with an arbitrary 2/2-function / • For this in the same manner as in Chapter 2 from 
equality 

d f°° 
WN](T) = —jo *ff (r, y)fN(y)dy 

_ d_ fN 

dr Ji/N' 
it follows that 

WN](T) = I" dtK1/2+iT(y)f(y)dy. (6.115) 
Jl/N 

Consequently, invoking with (6.83) we arrive to the relation 

||[Sf] - [^/7v]|i^2(R+;j^cosh(7rx)) = | | / - /TV|IL2(R+) 

Jy£[l/N,N] 

which implies that [Sft/w] —► [&/] by the norm of the space L2 (R+; ^ coshe r ) J . 
Similarly we estabhsh the convergence in mean of the sequence {/N} to / by the 
norm of L2, if 

fN(x) = - i [N cosh{TrT)&K1/2+iT(x)[&f]{T)dT. (6.117) 
71"* JO 

Thus we proved 

Theorem 6.8. The operator of the Lebedev-Skalskaya transform given by formula 
(6.109) maps the space L2(R+) onto the space L2 (R+; -Tcosh(7rT)) and almost ev­
erywhere on R + formula (6.113) takes place. In addition, formulae (6.78), (6.117) are 
true as limits in mean by norms of L2 (R+; ^-cosh(7rr)J and L2(H+), respectively. 

6.4 Convolution representations 

As we saw in Chapter 4 it was established the series of miscellaneous results, con­
cerning convolution operator (4.1) being related to the Kontorovich-Lebedev trans­
form. Here one can succeed drawing a parallel with the respective representations 
for the Lebedev-Skalskaya transforms (6.74), (6.76). The key formulae in these cases 

= / \f(y)\2dy -> 0, N -> oo, (6.116) 
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are (6.23)-(6.24). Furthermore, we appeal to the Wiener ring La normed by (4.39), 
letting there a = 1/2. As a result we reduce this space to the Lebesgue space of 
summable functions with a power-exponential weight. 

Let us introduce the following convolution operator 

(/*0)*O«O 

- iJsCi:^B(?+?+ 7)) (:+;+:) « ■ « " * * <""> 
As is easy to see that (6.118) has the expression through the convolution of the 
Kontorovich-Lebedev transform (4.1) by means of the formula 

( /* $)*(*) = yfht 
(f * 9)(x) + x (f * 9-^j (x) + x (#& * <?) (*)] . (6.119) 

In order to derive the factorization property related to convolution (6.118) and Par-
seval's type equality first deduce the integral representation for the kernel in double 
integral (6.118). For this call Theorem 6.4. Indeed, owing to Macdonald's type for­
mula (6.23) and estimate (6.11) one can hold the limit passage almost for all x > 0 
in the respective approximation operator (6.39) and obtain the identity 

e x pMf^ + ̂  + - )Ul + I + I) 
\ 2 \u x y J) \x y uj 

16 r°° 
= — / cosh(wT)%K1/2+iT(x)%K1/2+iT(y)3tK1/2+iT(«)dT. (6.120) 

7TZ JO 

Moreover, integral (6.120) is absolutely convergent according to the inequality 

JQ°° cosh(Trr) \m<l/2+iT(x)m<1/2+iT{y)m<1/2+iT{u)\ dr 

icos£ 
- cos 6(x+y+u) < * I w 

2 cos 6 y 2yxu c 

x f°°>-35>T<fr, (6.121) 
Jo 

where 7r/3 < 6 < TT/2. 
As we noted above to construct a suitable Banach algebra for the introduced 

convolution (6.118) one can take functions from the ring L1 /2 . More precisely, let 
us assume that an arbitrary function / belongs to the normed ring L 1 (R + ; e " x / v / x ) 
with 

ll/lk(R+;<-*A/i) = I j;\f{t)\dt <oo. (6.122) 
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T h e o r e m 6.9. Let /(a:), g(x) be from the space Za(R+; e~x/y/x). Then convo­
lution (6.118) exists for almost all x G R+ and belongs to Li(R+\ e~x/y/x). Further­
more, 

l l ( / * ^ ) » l l L i ( R + ; e — / > / S ) - \\f\\L1(K+ie—/^)\\9\\L1(K^;e-'/y/x)' ( 6 . 1 2 3 ) 

Proof. Since functions f,g 6 Li(R+; e xjy/x), by definition of the norm (6.122) 
we obtain 

/•oo e - * 

IK/ * 9)*\\Li(K+;e-*i^ = JQ ^ = | ( / * g)*(x)\dx. (6.124) 

Consequently, substituting the value of convolution (6.118) into the right-hand side 
of (6.124) one can estimate it as follows 

/•oo e - * 

IK/ * flORllMR+je-A/S) - J0 ~fcdx 

2\/2iJo Jo V 2 \ u x y JJ \ x y u) 
x\f(u)g(y)\dydu. (6.125) 

Thus according to conditions of this theorem one can change the order of integration 
in (6.125) and calculate the inner integral by formula (6.25). It immediately leads to 
the right-hand side of the desired inequality (6.123) as decomposed double integral 
in the product of two integrals (6.122) by y and u. The existence of the convolution 
(6.118) for almost all x E R+ provided by the iiniteness of norm (6.124). Theorem 
6.9 is proved. • 

The next theorem is a straightforward corollary of the Macdonald type formula 
(6.23) for the product of 9£-functions 3£/{\/2+fr(£)^^i/2+tv(2/)-

T h e o r e m 6.10. Let / ( x ) , g(x) £ Li(R+] e~x/y/x). Then the Lebedev-Skalskaya 
transform (6.43) of convolution (6.118) (f *g)x{x) for functions f(x) and g(x) exists 
and equals to the product of the Lebedev-Skalskaya transforms for these functions, 
namely the factorization property 

[*(/ * 9h](r) = ^ | [ * / ] ( r ) [ * j ] ( r ) , r > 0, (6.126) 

holds. In addition, if f,g being taken from a subspace L i (R + ; e~(3x/y/x) with some 
fixed 0 < p < I, then the corresponding convolution representation of ParsevaVs type 
yields the form 

( 0 \ 5 /2 /.oo 
- J J COSh(lTT)»/f1/a+iT(x)[*/](T)^](T)dT (6.127) 
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as well as the uniform estimate is true 

e-(3x 
\(f*9)*{x)\ < C ,

/ , -^r | | / | |L l ( R + ; e - / t a / > / 5 ) | | ^ | |L l ( R + ; e -^ / V 5 ) , x > 0. (6.128) 

Proof. Indeed, according to the previous theorem one can conclude that the 
Lebedev-Skalskaya transform (6.43) of convolution (6.118) exists. Therefore, apply 
it through (6.118) after interchanging the order of integration by Fubini's theorem 
invoke with identity (6.23) and obtain the chain of equalities 

[»(/ * *)«](T) = Jo %K1/2+iT{x)(f * g)K(x)dx 

\ r<x> AOO roo 

xexJJ(*JL + yjL + ™))(l + l + L)dudy 
\ 2 \u x y JJ \x y uj 

/2 f°° f°° 
= \ - ®K1/2+iT{u)f(u)du / XK1/2+iT{y)g(y)dy 

Y 7T JO JO 

& 
= y-[*f\{r)m{T)- (6-129) 

Thus we arrived to (6.126). To derive formula (6.127) and estimate (6.128) turn to 
identity (6.120) and integrate it through by y and u after multiplication both of sides 
on the product (2\/27rJ f{u)g(y)> The changing of the order of integration can be 
performed by using inequality (6.121), letting there /? = cos 6, 7r/3 < 8 < 7r/2 and 
conditions of this theorem. As a result apply the Fubini theorem and come to the 
desired identity (6.127). Inequality (6.128) can be immediately obtained from (6.121), 
namely 

\(f*9)u(x)\<C0^ 

roo F-Pu roo e~0y 
X / _ | / ( „ ) | d « / \g(y)\dy. (6.130) 

./o y/u Jo yjy 
This ends the proof of Theorem 6.10. • 

Remark 6.2. Note here that in the same manner the algebraic properties of com-
mutativity (4.4), associativity (4.56) and distributivity (4.57) for the ^-convolution 
(6.118) can be derived as for the Kontorovich-Lebedev convolution (4.1). 

Now we begin to consider the convolution Hilbert space for convolution (6.118). 
Theorem 6.10 gives us that if f,g € Lp = Li(R+;e-0x/y/x), 0 < P < 1, then owing 
to estimates (6.128), (6.130) it follows that ( / * g)& G L^ and furthermore, 

\\(f*9h\\u<Cp\\f\M\9\\L^ (6.131) 
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where Cp is a positive constant being depended from /?. Call equality (6.127) for 
two complex-valued functions f,g € L0 and an arbitrary positive function u(x) being 
defined on R + such that u € ZA Hence as is evident, by virtue of (6.128) the following 
integral 

/ ( / * g)x(x)oj(x)dx 
Jo 

is an absolutely convergent. On the other hand, multiplying through the respective 
equahty (6.127) by LJ(X) and integrating through by x € R+ we find that 

f°° 
/ ( / * g)x(x)u>(x)dx 

Jo 
• o \ 5 / 2 -oo roo 

= W Jo uWdx]Q «>A(TT)*^1 / 2 + i T(*)[»/](r)[*5](r)rfr. (6.132) 

The above conditions on functions f,g and the function u(x) enable to change the 
order of integration in view of the absolutely convergent iterated integral (6.132). 
Therefore, one can write the equahty 

' ( / * g)x{x)u(x)dx 
o 

/ 9 \ 5 / 2 roo 
= ( - J J cosh(nT)e(T)[Htf}(T)[m(r)dT, (6.133) 

where the weighted function # ( T ) , T 6 R+ supposed to be a positive one and defined 
by the integral 

roo 

Q(T) = j m<l/2+iT(x)oj(x)dx. (6.134) 

Now to require the left-hand side of (6.133) to be an inner product and denote it by 

f°( / * g)x(xMx)dx = (f,g), (6.135) 
Jo 

it remains to show that the identity ( / , / ) = 0 is valid if and only if / = 0 almost 
everywhere on R+. Indeed, this identity leads to the following one 

/■oo 

/ cosh(7rr)e(T)P/](T)|2dT = 0, (6.136) 

and consequently, owing to the assumed positiveness of the weighted function g it 
means that [5R/](r) = 0, because of the continuity of the Lebedev-Skalskaya trans­
form (6.43), when / G ZA Meanwhile, according to integral representation (6.5) 
3£-transform (6.43) can be written as a composition of the Laplace and the cosine 
Fourier transforms with multiplier in the same manner as in Theorem 4.12, namely 

m\(r) = y | [^ccosh g ) [L/](coshu)] ( r) . (6.137) 

This immediately implies that [L/](coshu) = 0. Finally, appealing to Theorem 4.12 
obtain the desired result, that / = 0 almost for all x £ R+. 
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Thus it is straightforward that (/, #) defined by (6.135) possesses by all properties 
of the inner product. With this inner product the set of functions L^ becomes the 
pre-Hilbert space. Usual completion procedure of it brings to the convolution Hilbert 
space denoted by Se. So for any elements / G Se, g G Se the inner product (f,g) is 
defined as well as the norm | | / | | s = J(f,f)> If / € tf, g G Lp, then invoking with 
(6.118) we find that 

(f,g) = / (f * g)*(x)u>(x)dx 

Jo 

x ( - + - + - ) f(u)g{y)dudy 
/•oo />oo 

= J0J0 SZ(u,y)f(u)g(y)dudy, (6.138) 
where we mean by 

«-" - ds f "w- H [T+?+?])(:♦;+:)<* <"»> 
In fact, the positiveness of the inner product ( / , / ) in the form 

roo roo 
< / , / ) = / / S*(u,y)f(u)f(y)dudy, (6.140) 

JO J0 

is provided, for instance, by the right-hand side of (6.133) setting there f = g. More­
over, if f(x) satisfies the condition 

/ " r ^(n,y)\f(n)f{y)\dudy < oo, (6.141) 
JO Jo 

then | | / | |s f f < oo and / G Se D ZA Furthermore, if f(x) and g(x) satisfy (6.141), 
then similar to (4.105) we find that 

\(f,9)\ < 11/lls.lMls., (6-142) 

and it implies that the integral 
/•oo /•oo m 

/ / S*(u,y)\f{u)g(y)\dudy (6.143) 
Jo Jo 

is convergent being satisfied to equality (6.138). 
As in Chapter 4 denote by He = I/2(R+; (2/7r)5/2 cosh(7rr)^(r)) the corresponding 

Hilbert space of images for the Lebedev-Skalskaya transforms h(r) normed by 

( o \ 5/2 -oo 
J ) I C08h(TT)ff(T)|fc(T)|2dT, (6.144) 

x ( - + - + - ) f(u)g{y)dudy 

1 f°° / x T f°° f°° ( 1 \xu XV Vu]\ 

(f,g) = / (/ * g)x(x)u(x)dx 
Jo 

where we mean by 

(6.138) 
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where g(r) defined by formula (6.134). In addition, the inner product of two functions 
y>, i/> G He can be derived as usually 

/ 9 \ 5 / 2 roo 
( V , V 0 = ( - J / cosh(nr) g(r)ip(T)xP(r)dT. (6.145) 

So equality (6.133) shows that the operator of the Lebedev-Skalskaya transform (6.43) 
maps the space IP into He and moreover, 

• 9 x 5 / 2 - 0 0 

l|[*/]|l!r. = ( - ) I cosh(irr)e(r)\im(r)\2dT 

roo _ 

= / o ( /*/)(*)«(*)«** = ll/lll.- (6.146) 

Consequently, due to the Banach theorem one can extend by the continuity the 
Lebedev-Skalskaya operator for all / G Se. Thus operator (6.43) is defined for all 
/ G Se, its range LS(Se) belongs to He and for any / G Se we have 

ll/lk = IP/I lk , W)(r) = 0, iff / = 0. (6.147) 
Hence this implies that there exists the inverse bounded operator [3£_1/i]. Appealing 
to Theorem 6.10 conclude that if / , g G IP then ( / * g)&(x) G L& and furthermore, 
equality (6.126) is valid. Consequently, we find that 

(/ * <?)*(*) = y f [3T1 WWg)} (*)• (6.148) 

It impfies, in turn, that if for two elements of the convolution Hilbert space Se f,g the 
product [ & / ] ( T ) [ % ] ( T ) = <P(T)I/>(T) G LS(SQ), then the element (2/TT)1/2 [&"1 [y?^]] 
is called the generalized 5R-convolution of elements / , g. 

In the same manner as in Chapter 4 prove that for any / G Se and g G L& 
convolution (6.118) exists and moreover, 

| | ( / * < 7 ) s l k < s u p h / > ( r ) | | | / | | v (6.149) 
T>0 

where we mean 
fOO 

V>(r) = [3tg](r) = / m<y2+iT(y)g(y)dy. (6.150) 
JO 

Indeed, since g G L& then by virtue (6.11) with )3 = cos 8 we find 

Wr)\ < ^e-^M^. (6.151) 

Therefore, as is evident supT>0 |t/>(r)| = M < oo and consequently, ^ ( r ) ^ ( r ) G 
ff„ v»(r) = [5ft/](r). 

It remains to show that (p(r)^(r) G LS(Se). The proof is straightforward by the 
choice of some sequence fn(x) G i / such that | | / - fn\\se tends to zero as n tends 
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to infinity. Hence according to (6.128) hn(x) = (fn * g)&(x) £ IP. Denoting by 
<Pn(T) = [^/n]( r) a n d invoking with (6.144) we have 

\\K - Amll = ||(/» - / » ) * 9\\S. = I P [ / n - /»]][*ff]||if. 

= \\{fn ~ ¥ > « M k < Af | K - tpm\\H. = M | | / n - / m | | s , . (6.152) 

Hence conclude that the sequence hn is convergent at the Hilbert space Se. Put the 
corresponding limit by h. Then it follows that 

& 
[Xh]{r) = ^-[»/](T)[*flf](T) = ^(r)V-(r). (6.153) 

Thus we obtained the desired result that the product <^(T)^(T) belongs to LS(Se). 
We are ready now to establish the analog of Theorem 4.19 being dealt with the in­

version formula for the Lebedev-Skalskaya transform (6.43) in the convolution Hilbert 
space Se. 

T h e o r e m 6.11. Let the weighted function co(x) be from the space Lp. Then for 
functions f £ Se for allx > 0 the following inversion formula of the Lebedev-Skalskaya 
transform is true 

(2 \ 5/2 d r°° 
- J - ^ l C08h(»T)g(T)5(x,T)[»/](T)dT, (6.154) 

where the kernel S(X,T) defined by equality (6.112). In particular, if f 6 L@ C Se, 
then 

( 9 \ 5 / 2 /"oo 
- J jf cosh{7rr)Q{T)m<1/2+iT^)W}{r)dr. (6.155) 

Proof. Setting in (6.133) g(y) = 1, 0 < y < x\ g(y) = 0, y > x and invoking 
with identity (6.112) we derive the formula 

rx roo 
/ / S*(u,y)f(u)dudy 
Jo Jo 

( 0 \ 5 / 2 roo 
-) I cosh(7rr)^(r)S'(x,r)[^/](r)^r. (6.156) 

Hence the desired results follow after differentiation through by x taking into account 
definition (6.118) of the convolution. In addition, we note that if / £ L& that it 
gives the possibility to perform the differentiation under the sign of the integral in 
the right-hand side of (6.156). This completes the proof of Theorem 6.11. • 

The last theorem of this chapter shows coincidence of the range LS(Se) with the 
Hilbert space He. 
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Theorem 6.12. The range of the Lebedev-Skalskaya transform SL(Se) coincides 
with the Hilbert space He. 

Proof. In fact, it means that there no exists in HQ any element except zero that 
is orthogonal to LS(Se). Hence, by formula (6.145) we have, that (y?0, [%]) = 0 for 
arbitrary g € Se. In particular, take the function g as g(y) = 1, 0 < y < x\ g(y) = 
0, y > x. Meanwhile, the equality 

(tpo, J ^K1/2+iT(y)dyJ = ( - J jf cosh(7rr)^(r)^0(r) 

x f&K iT(y)dydT = 0 (6.157) 
Jo 

after differentiation by x yields 

l°° cosh(7rT)^(r)(^o(r)^/ir
1/2+tT(x)rfT = 0 (6.158) 

Jo 
for all x > 0. It is possible owing to absolute and uniform convergence of the integral 
(6.18) in view of estimate 

/ cosh(7rr)^(r)|(^o(T)^Ari/2+»T(^)|^ 
Jo 

< C ^ - | | ^ o l k O f cosh(xT)g(r)e-2pTdTy * < oo. (6.159) 

Consequently, the left hand-side of (6.158) is a L\-function on R + . Further, as is 
known by using inversion formula (6.75) for the Lebedev-Skalskaya transform (6.74) 
and index integral 2.16.54.3 in Prudnikov et al. [2], one can deduce the following 
identity 

/o" roo ex-t 
\ - / -r=^tKift+iT{t)dt = Kir{x), x > 0. (6.160) 
V 7T Jx y/X — t 

Then multiply through in equality (6.158) by the integrand of (6.160) and perform 
after the integration with changing the order by the Fubini theorem in view of estimate 
(6.159). As a result we arrive to the equation like (4.128), namely 

f ° cosh{7rT)g(T)ip0(T)KiT(x)dT = 0. (6.161) 
Jo 

Applying, in turn, through in (6.161) the cosine Fourier transform (1.197) , change 
again the order of integration and by formula 2.16.14.1 in Prudnikov et al. [2] we 
obtain that 

C ̂ ® C o s h ( 7T T I / \ 

Jo co sh (7n - /2 ) g ( r ^° ( r ) C 0 S ( r ^ f r + v / x 2 + *)) dT ~ °- (6*162) 

In the same manner as in Chapter 4 conclude that the integrand in (6.162) belongs 
to the space Li(R+) by r . Thus we led that <£>o(r) = 0 almost everywhere. Theorem 
6.12 is proved. • 



Chapter 7 

Index Transforms with 
Hypergeometric Functions in The 
Kernel 

This final chapter completes the presentation of the theory of the index transforms 
by various examples of operators being depended upon the parameters of special 
functions of hypergeometric type. Here we shall study several index transforms that 
involve as the corresponding kernel the Gauss hypergeometric function (1.47), the 
Whit taker function (1.131), the Appel F3-function (1.140) and certain combinations 
of the Bessel functions which were introduced in Chapter 1. As is known these special 
functions are particular cases of the general Meijer's G-function (1.59) and Fox's H-
function (1.63). In this volume (see lines (1.107)-(1.140)) we listed their expressions 
as well as other formulae to show the important connection between special functions 
of hypergeometric type and the theory of the Mellin-Barnes integrals. Consequently, 
we possess now by the common point of view to investigate the respective index 
transforms. We shall be based on the Mellin-Barnes type integral representations in 
Lp-spaces and the compositions through the Kontorovich-Lebedev transform as well 
as the Mellin convolution type operators. Note, that the general index transforms with 
arbitrary kernels have been considered in Chapters 2 and 5. Nevertheless, we draw 
here special attention and single out the particular cases mentioned above by virtue of 
the exceptional properties of the kernels and the possibility of their explicit inversions. 
Furthermore, we spread this approach to introduce the essentially multidimensional 
Kontorovich-Lebedev transform by means of the composition of the multidimensional 
Fourier transform and special modification of the multidimensional Laplace transform. 
Concerning this modification of the Laplace transform we refer the reader to more 
detailed information on this matter in the book by Brychkov et al. [1, 1992] (see also 
Nguyen Thanh Hai et al. [1], Vu Kim Tuan [3], [6], Vu Kim Tuan and Nguyen Thanh 
Hai [1]). 

Historically, the index transform depending upon a parameter of Gauss's function 
first appeared in Olevskii [1] and it was named as the Olevskii transform or the index 
2Fi- transform. Later it was investigated by the author for instance, in Yakubovich 
[1], [4], Yakubovich et al. [1, 1987]. Let us mention that recently the cycle of papers 
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of Hayek et al. [1, 1990,1992], Hayek, N. and Gonzalez, B.J. [2]-[3], Hayek, C.N. 
and Gonzalez, R.B. [l]-[2] has been devoted to the consideration of the index 2Fi~ 
transform including its distributional analog. Concerning index transforms involving 
different hypergeometric functions as the kernels the reader can find in Lebedev [7]-[8], 
Marichev [1], Wimp [1], Brychkov et al. [1,1986], Vu Kim Tuan et al. [1], Yakubovich 
and Luchko [2], Yakubovich et al. [1, 1987,1994]. 

Our key purpose in this chapter is to apply the Lp-iheovy of the Kontorovich-
Lebedev transform and the Mellin transform technique exhibited above for investiga­
tion the Lp-properties of the index transforms with hypergeometric functions as the 
kernels and obtaining their explicit inversions. 

7.1 Index transforms of the Olevskii type 

We may introduce here first the Olevskii transform being contained the special 
case of the Gauss function as the kernel with symmetric parameters. However, let us 
mention beforehand that we already investigated certain of its particular cases, when 
we considered the generalized Mehler-Fock transform (3.93). Consequently, taking an 
arbitrary function / from suitable space of functions being defined below we introduce 
the following index operator 

p ,v r f l n a _ 2 r ( ( a + ji + ir)/2)r((a + »- ir)/2) 

x £ V*-VI ( ^ 4 ± ^ , ^ P ^ ; , + 1; -, ') f(v)dv. (7.1) 
As it is easily seen similar to representation (3.92) one can derive the kernel of the 
Olevskii transform by integral (1.101). Therefore, we assume that arbitrary parame­
ters a, /x satisfy the condition 9ft(a + /z) > 0. By simple interchanges the left-hand side 
of identity (1.101) can be reduced to the index kernel (5.69) with the corresponding 
function 0 as the Bessel function with a power multiplier. Hence one can apply the 
general results from Chapter 5. Nevertheless, we shall study the Olevskii transform 
(7.1) independently and shall be based on the known asymptotic properties of the 
Bessel functions. Thus observe that integral (1.101) gives us the possibility to esti­
mate uniformly by (r ,x) £ R+ X R+ the Gauss hypergeometric function in (7.1) by 
using our key inequality (1.100). Namely, denoting by 2F{T{x) the kernel of (7.1) 

pW,, o a _ 2 r ( ( a + M + t r ) /2 ) r ( (q + » - » T ) / 2 ) 

x^F, (5L±|i±, SLi^fL, „ + 1 ; _ , ' ) , (7.2) 
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rewrite operator (7.1) as follows 

roo 
2*rif\ = J0 v<-\F?{v)f(v)dv (7.3) 

and we have the uniform estimate of kernel (7.2) 

\2F[T(x)\ < e~^ JQ
OOy^-1\Jti(xy)\K0(ycos8)dy, (7.4) 

where as usually 8 G [0, TT/2). TO continue inequality (7.4) use the same arguments 
as in Chapter 3 (see (3.96)) and finally we obtain 

| 2 * f (*)| < Ce-STx*» jT y^+^-'Koiy cos 8)dy 

= Cay6x^e-6\ (r, x) G R+ x R+, (7.5) 

provided that 3£(a -}- fi) > 0,3fyx > —1/2 and Caf6 is some positive constant. Further, 
applying formula (1.86) of the asymptotic behavior of Gauss's function observe that 
in our case for each r > 0 kernel (7.2) is 0(x~^a),x —> oo. Moreover, it is easily 
verified by means of equality (1.51) that 2F1

,T(a:) = 0 ( a : ^ ) , x —» 0+. Consequently, in 
a similar manner to (3.97)-(3.98) the Olevskii transform (7.3) of an arbitrary function 
/ G Z/„)P(R_|_) can be estimated as follows 

|2F'T[/]| < Ce~ 

x [Qf1
 vW°+«>-'>'-i<iuy/' + QJ°°v-^-Uvy1"] . (7.6) 

Clearly, that integrals in the right-hand side of (7.6) are convergent when 0 < v < 
3ft(a + /x). In addition, it gives us immediately the analog of Theorem 3.6 for the 
Olevskii transform (7.3). 

Theorem 7.1. The Olevskii transform (7.3) is a bounded operator as a mapping 
from the space L„ jP(R+) with p > 1,0 < v < 9ft(a + //),3ft/x > —1/2 into the space 
L r (R+) , r > 1. In addition, the Olevskii transform can be factorized via a composition 
of the Kontorovich-Lebedev transform (2.1) and the Hankel transform (1.225) with 
power multiplier applied in the order 

2FiT[f] = K^ [x"-3/2 [JAxa-3/2f(*)}}} , r > 0. (7.7) 

Proof. Indeed, taking into account definitions of the Kontorovich-Lebedev and 
the Hankel transforms the right-hand side of equality (7.7) becomes the iterated 
integral. It equals the value of the Olevskii transform (7.3) on the function / G 
Ll/>P(R+) because of representation (1.101) is true, and one can perform the changing 
of the order of integration by Fubini's theorem owing to the above estimate (7.6). • 
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It is natural now to invert composition (7.7) and to give the inversion formula of 
the Olevskii transform which as is evident generalizes the respective formula (3.100) 
for the Mehler-Fock transform (3.93). The following statement is valid. 

Theorem 7.2. Let f G Ll/tP(R+)} where 1 < p < 2 and max(0, p" 1 + &a- 3/2) < 
v < min(l, &(<* + /z)), 9fyx > —1/2,9fa* < 9£/z + 2. 7Yien ^ e inversion formula for the 
Olevskii transform 

' < * > = ^ T T ) L L m ^ 2 r ^ 1 f T sinh((,r -£)T) 

xr(i +
 £ - a + ^ + tV)r(i +

 £- a + / - 'T) 

X 2 F l (j + £ Z £ + £ ± ! 1 , 1 + « - « + / - * 1 + „; - *> ) 2 ^ [ / ] « * r (7.8) 

Proof. Clearly, that to establish formula (7.8) first one may examine composition 
(7.7) on the matter to satisfy the inversion Theorems 1.21 and 2.3 of the Kontorovich-
Lebedev and the Hankel transforms, respectively. For this observe that since / G 
L„)P(R+) then the product xa~3^2f(x) belongs to the space Z/„_a+3/2,p(R+)- Hence 
the conditions of the present theorem allows us to conclude that [Jn{xa~3^2f(x)}] G 
Z/a_J/_i/2,p(R+),l < p < 2. From composition (7.7) and Theorem 2.3 it follows that 
2^i*T[/] € £i-i/,p(R+) with v G (0,1) according to the condition on the parameter v 
of the theorem. Thus inverting the Kontorovich-Lebedev transform by formula (2.19) 
we find that 

[ W 3 ' 2 / ^ ) } ] = ^l. i-m-~o+ Jo°°Tsmh((x-e)T)x*-a+l'2KiT(x)2FiTlf)dT, (7.9) 

where the limit is meant by the norm of Lor_l/_1/2,p-space. The Hankel transform, in 
turn, can be inverted by Theorem 1.21 and moreover, one can carry out the limit 
sign owing to its boundedness as the operator from the space Zyt/_a+3/2)P(R+) into the 
space Z'a_1/_i/2,p(R+)- Therefore it gives us the following iterated integral 

2 r°° 
xa-2f(x) = - l . i . m . „ 0 + / y<-°+1 J„(xy)A/ 

it Jo 

roo 

xjo Tsmh((7r-e)T)KiT(y)2Flr{f)dT. (7.10) 

The above estimate (7.6) and inequality (1.100) enable us to change the order of 
integration within integral (7.10). Appealing to equality (1.101) under condition 
$la < &/z -f 2 calculate the inner integral by y and arrive finally to the inver­
sion formula (7.8) for the Olevskii transform (7.3). This completes the proof of 
Theorem 7.2. • 
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Now let us consider another example of the index transform by the second index 
of the Whit taker function (1.131). This transform was deduced in Wimp [1] as a 
particular case of the general expansion (1.237). Afterwards it has been studied by 
the author mainly its composition structure and connection with the Kontorovich-
Lebedev transform. Let us mention the paper of Virchenko and Gamaleya [1] that 
contains the inversion Lj,- theorem for Wimp's transform with the Whit taker func­
tion. As we saw in Chapter 1 owing to Slater's theorem G-function (1.131) can be 
expressed by means of formula (1.171). Furthermore, its asymptotic expansion, which 
is equivalent to the asymptotic formula by index of the Whittaker function is given by 
relation (1.172). Here we appeal in our discussions to the Mellin-Barnes integral re­
lated to Meijer's G-function in (1.131) to reduce it by the Mellin transform technique 
demonstrated above and to apply for the composition representation. 

Thus we introduce the index transform with the Whittaker function as the kernel 
by the following integral 

We,iT[f] = Jo°° We,iT ( 1 ) e-W>f{v)dVi {7A 1} 

where r > 0, g is some fixed complex parameter and an arbitrary function / possesses 
by the properties of L^p-functions. We start from the correspondence (1.131). Making 
use the reflection formula (1.61) for the respective G-function and simple interchange 
of variable in the Mellin-Barnes integral the kernel of the index transform (7.11) can 
be written in the form 

* r ( i - ' « " - . / » ) ■ " ■ < 7 l 2 ) 

where we assume that v < min(l ,2(l — 9ft#)). We need this assumption to provide 
the positiveness of the real parts of gamma-functions in the gamma-ratio of integrand 
(7.12). So, if / e Li_I/>p(R+), 1 < p < 2, then in accordance with Theorem 1.17 we 
obtain the representation by the Mellin- Parseval equality as 

Meanwhile, recall identity (2.125), which immediately gives another representation of 
the index transform (7.11) through the Kontorovich-Lebedev transform, namely 

WeAf\= H K2ir{y)h{y)dy, (7.14) 
Jo 

where the function / i is denned by formula 

MX) = -Lri-?r(i-')-.da. (7.15) 

1 riz+too / l - S \ „ / l - 5 . \ f*(l-s) 
(7.13) 

1 /"iz+t'o 

^ , V [ / ] = T1" / 
47TI Ju-xoo <■?+*)* {—-tT)r(i-e-s,2)ds 

^hy^--u:y(^-H^-) Mik^ | yi/+too 

47TI Jv—ioo '(^W^-*) 
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In addition, let us assume that integral (7.15) is absolutely convergent. Then to 
invert the index transform with the Whittaker function invoke with identity 2.19.28.7 
in Prudnikov et al. [3], which contains the index integral from the product of the 
Macdonald and the Whittaker function. More precisely, we have 

j H r sinh(27rr)r Q - g + *T) Y Q - g - *>) K2iT(y)W^T(x)dr 

= * 2 2 2 < « - V 2 ' * ' e x p (-2X\*y2) > * * ^ V2. (7.16) 

The condition 3ftg < 1/2 means that 2(1 — 3Rp) > 1 and consequently, from the above 
assumption we find that v < 1. Consider the index operator 

(Ig){x) = J~ r sinh(2*rr)r Q - ? + i r ) T ( | - g - i r ) ^,,v(x)<?(r)<ir (7.17) 

with respect to an arbitrary function g. Using the Stirling formula (1.33) and asymp­
totic expansion (1.172) of the Whittaker function by its second index one can easily 
show that for each x > 0 

rsinh(27rr)r 0- - g + ir\ Y Q - g - ir) We,ir{x) = O ( r1 / 2- ee*T / 2) , r -+ oo. 

(7.18) 
Therefore under condition g G L\ (R+; r1/2-ee7rT/2) operator (7.17) exists in view of 
evident estimate 

\{I9){x)\<CxJ T*'2-°e*^\g(T)\dT, (7.19) 
Jo 

where a positive constant Cx depends from x. Further, the above assumptions en­
able to estimate composition (7.14). Indeed, invoking with inequality (1.100) after 
substitution representation (7.15) within (7.14) we obtain the following estimate 

9 1 / -2ST . Q O fV. 

\WQM < - ^ — I Ko(y cos 6)y-»dy | _ ™-> r* T(l-g-s/2) 
(7.20) 

Here as usually 6 G [0,7r/2) and moreover, integrals by y and s are convergent owing 
to condition v < 1 and our assumption above. Consequently, one can achieve the 
condition WQjT[f] G Lx (R+; T 1 / 2 " ^ / 2 ) choosing parameter £ from the interval 
(*/4,x/2) . 

Let us evaluate the following composition 

VWttiT[f\) (x) = j[°° r S inh(2xr)r ( 1 - e + ir) T (I - e - i r ) 

xWe , i T(i)W^T[/]dT. (7.21) 
The above estimates perform to change the order of integration in (7.21) after sub­
stitution the value of the index transform (7.11) given by formula (7.14). Making use 
the identity (7.16) we arrive to the representation 

(W.M\f\) (*) = x ^ - ^ ' e - / 8 / ~ y1-*e-*/4'f1{y)dy. (7.22) 
JO 
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Since by our assumption the Mellin transform satisfies the condition 

/ •( l -v-it)eLx (R;[r(l -Q-(V + i<)/2)]-1) , 

then change again the order of integration substituting the value of fi(y) by formula 
(7.15). Thus, calculating the inner integral by y with the aid of Euler's integral (1.22) 
under condition $l(g + v/2) < 1 after simple interchange of variable v = y2/4x we 
obtain that 

ITTP~XI2 ri'+too 
(IWe,iT[f)) (*) = —rr- I T ( l " s)x-'»ds. (7.23) 

4Z Ju-ioo 
However, as is obvious the Mellin transform /*(1 — v — it) G £ i (R) because of the 
above condition of the integrability with the weight [r( l — g — (y + it)/2)]~1. Thus 
the inversion of the Mellin transform gives us finally that 

(IW.M (x) = *2^f2f (±^ . (7.24) 

We summarize our results by the following theorem. 

Theorem 7.3. Let f £ Lx_^p(R+) with 1 < p < 2 and v < 1. Furthermore, let 
the Mellin transform f*(l—v—it) belong to the space L\ (R; [r(l — g — (y + it)/2)]~1). 
Then the index transform g(r) = WC|t-T[/], g < 1/2, r G R+ with the Whittaker func­
tion as the kernel given by formula (7.11) exists and can be represented by composition 
(7.14). Moreover, for each x > 0 its dual formula of kind 

M \ = 2e*/2 

\y/x) n2y/x 

x jf°° r sinh(27rr)r Q - g + I T ) T Q - g - t r ) ^ ^ ( ^ ^ ( r j r f r (7.25) 

holds. 

Remark 7.1. After replacement v~2 = x in formula (7.11) and functional substi­
tution f(x) instead of e"x/2[2a:3/2]"1/(a;~1/2) in (7.25) we immediately arrive to the 
pair of reciprocal formulae of the index transform with a Whittaker function gener­
ated by expansion (1.234). 

Our purpose now is to consider one direct generalization of the Olevskii transform 
(7.1) which contains special case of the Appel F3-function as the kernel. We called 
this transform as F3-transform (see the references at the beginning of this chapter). 
As is known for example in Erdelyi et al. [1] the Appel F3-function of two variables 
is defined by the following double series 

V<«» hh.r-T„\ V> (a)*(«lUfr)fc(Mm*V ,79fiX 
F3{a,aub,b1;c;x,y)= ^ TT" vr-j - (T.26) 

k,m=0 Kc)k+m K.m. 
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being convergent absolutely in the domain |x|, \y\ < 1. However, as is shown in 
Marichev [1] the special case of the Appel function (7.26) (x — l)cF3(a, au 6, bx', c; 1 — 
2,1 - x'1) with power multiplier for x > 1 can be expressed in terms of Meijer's 
(3-function owing to Slater's theorem. Indeed, as a corollary of the expression (1.140) 
we obtain the following Mellin- Barnes integral 

H(x - l)(a: - l)c-lF3 ( a , a 1 , 6 , 6 1 ; q l - * > ! - " ) 

r(c) r»+™ro-ax-^-^rq + a - c - ^ ( l + fc-c-^)^^ 
2TT» Ju-ico r ( l - aa - 5 ) r ( l - 6a - s ) r ( l + a + 6 - c - s ) 

provided that the parameters satisfy the conditions 9£c> 0, v < 1 — 9£(ai + &i), 1 + 
9£(a - c), 1 + 3£(6 - c) and H(x) is the Heaviside function. To introduce the Fa-
transform we slightly change representation (7.27) in accordance with properties 
(1.61)-(1.62) of Meijer's G-function and correspondence (1.207) of the Mellin trans­
form. More precisely, let c = 1 — a, 9fta < 1 and a = (1 — ir)/2 — a, b = (1 + ir)/2 — a. 
Then one can write the following relation 

ff(x_l)(Ia_l)-«F3^iziI_a|ai>l±iI_0,li;l_a;l_ac3,l_^) 

x ^ l - ^ - D r ^ - f e - D l ^ l - a - D p x - c f e . (7.28) 

Consequently, for r £ R+ define F3-transform by the following formula 

x F 3 ( ^ ^ " a ' a i ' H ^ " a ' 6 i ; i ~ a ; i ~ v 2 , i " ^ ) / ( v ) ^ (7-29) 
where we assume that &a < 1 and / 6 Li_J/>p(R+), 1 < p < 2, i/ > max(0, — 23£a). 
Since the integrand in (7.28) related to F3-transform (7.29) equals 0( |* |* a _ 1 ) , t = 
Ss G R owing to the Stirling formula (1.33), then it belongs to LP(R) iff $la < 
l/<7> ? = p/(p— !)• Therefore by virtue of the Mellin-Parseval formula (1.214) we find 
that 

x [r (1 - ai -1) r (1 - 6, -1) r (1 - « -1)]~* r (1 - s)ds. (7.30) 
Denoting by F(s) the gamma-ratio 

F(s) = r(l-a1-bl-,/2) 
yf r ( l - a, - «/2)r(l - i, - a/2)r(l - a - «/2) l j 

(7.27) 

H{x-l){x2-\)-aF3 
fl-ir 1 + xV 2 1 \ 
( — 2 " i f l i i — 2 o t , & i ; l - a ; l - x , 1 - — J 

_ T(l - a) /•"+««> / l - ir - s\ / l 4- ir - s\ 
~ Airi L-ioo V 2 / V 2 / r(i-«,-*,-f) _ r ( l - a) /■"+»« r ( L ^ z - ) r ( l ± ^ ) . 

xfrfi-ai-iV ( l - 6 , - i ) r ( l - a - i ) r , - < f a . 

^ W ' r a ^ r r ^ - 1 ) -

W)W = ̂ . 
rxz+too / I _ j T _ 5 \ W ^ M - ----i) 



Transforms with Hypergeometric Functions in The Kernel 207 

and by / i (x) , x > 0 the function of type 

1 rv+ioo 
/ i (z ) = 7T- / 2*F(a)/*(l - s)x~ads. (7.32) 

As is easily seen F(s) = 0(e7r '9f5l /2 |s|H"*a~1), \$ss\ —► oo. Hence owing to representa­
tion (2.125) under condition 

/ • ( I _ „ - it) e L 1 (R;c , r ^ 2 | t | I ' + R o - 1 ) 

from the Mellin-Parseval equahty (1.214) we obtain that 

(F3f) (r) = Kir[h) = r KiT{y)h{y)dy. (7.33) 
Jo 

Let us call now one auxiliary index integral given in Prudnikov et al. [2] by formula 
2.16.49.1 

j T r sinh(7rr)r ( i ± ! l ) r ( ^ ) KiT(y)dr = W t f . (7.34) 

As is shown in Chapter 1 for each y > 0 the Macdonald function K{T(y) behaves 
asymptotically by formula (1.148) when r —> oo. Hence invoking with Stirling's 
formula (1.33) we obtain that the integrand in (7.34) equals 0(TU~1I2),T —> oo, 
where we mean as usually v = 5Rs. This implies that integral (7.34) is conditionally 
convergent under assumption 0 < v < 1/2 because of the presence the oscillation 
multipliers in asymptotic expansions. On the other hand, the left-hand side of (7.34) 
can be written almost everywhere on R+ as the following limit 

Um+ f~ r sinh((^ - e ) r ) r ( i ± ! l ) T ( i ^ l ) Kir(y)dr 

= lim+I(y,e). (7.35) 

Recalling again identity (2.125) substitute it in (7.35). Taking into account the value 
of the integral (2.17) after changing the order of integration we obtain 

hm i(v,£) = 2 iry hm sine / v —-r-i — ZTI^—dv. (7.36) 
£_o+ vy' ; y

 £-+o+ Jo (y2 + v2-2vycose)1/2 v } 

Of course, we performed the changing of the order of integration owing to Fubini's 
theorem. By the same treatment as in Theorem 2.2 we show that the limit in (7.36) 
exists under condition 0 < v < 1/2 and equals to the right-hand side of (7.34). 
Furthermore, it gives us the uniform boundedness by s = v + it,t G R. Precisely, we 
change the variable v = y(cose-\-usine) and estimate the obtained integral as follows 

\I(y,e)\<C T ( 1 + | " ] r j u < o o ^ < l , (7.37) r (i + M) 
+ 

where C > 0 is an absolute constant. 
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Now consider the following particular case of the Fox //-function (1.63) 

Hv( \ (o„ 1/2),(6,, 1/2),(a, 1/2) \ 
"3'3 [X\ ( i r /2 ,1 /2) , ( - t r / 2 , 1 / 2 ) , ( 0 l + 6„ 1/2) j 

\i.-ioo \ 2 ) \ 2 ) F(s + l) 
\ yi/+too 

2ni. <fc 

~ 2ni Ju-ioo \ 2 ) V 2 / 

, r( ( l - 3)/2 - aa)r((l - s)/2-b1)T((l-s)/2-a)_s x sds. (7.39) 
r«i - *)/2 - o, - M 

where the contour in (7.39) separates the series of the left and the right poles of 
gamma-functions. It can be achieved by the condition 0 < v < min(l — 2di, 1—26a,1 — 
2a). Hence combining (7.39) and (7.35) after integration through by s, changing the 
order by Fubini's theorem and the use of Lebesgue's theorem to carry out the limit 
we arrive to the following relation 

1 f°° 
J3V \~i J0

 T s{nhU* - £)T)K<r(y) 

x ff2'3 (x\(ai + 1 / 2 ' 1 / 2 ) ' (&1 + 1 / 2 ' 1 / 2 ) ' ( a + 1 / 2 ' 1/2)\ JT 3'3 V I (*T/2, 1/2), (-ir/2,1/2), (a, + 6, + 1/2,1/2) J 

= w"-3 f?iKai + !/2 '1/2) '(6 l + : / 2 ' : / 2 ) ' ( a + ! / 2 ' ^ 3,1 \y I (a,+ 6,+ 1/2,1/2) J' 
Calculate now the composition of operators such that 

/ (*) = Jim+ — Jo°° r sinh((7r - e)r) 

, 3 / I ( a , + 1/2,1/2), ( 6 , + 1/2,1/2), ( a + 1/2, l / 2 ) \ 
•3 V I (ir/2,1/2), (-ir/2,1/2), (0l +6, + 1/2,1/2) J ^ 3 / n T j d T -

(7.40) 

xH, (7.41) 

Substitute representation (7.33), change the order of integration and pass to the limit 
owing to the above assumptions. Making use (7.40) as a result it leads us to the 
equality 

J(*) = jf/i(v) 

Xtf0.3 (2x\(a! + 1/2,1/2),(6, + 1/2,1/2),(a + 1/2,1/2) \ 
3,1 \y I (a,+6,+ 1/2,1/2) ) dy. (7.42) 

Recall formula (7.32) after substitution within (7.42) and apply the Mellin-Parseval 
equality being slightly different from (1.214). We find that 

file:///i.-ioo
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1 /-H-too 9 / 1 \ 
I{x) = Vi W-s)x-*ds = ±f£). 

7CI Ju-too X \X/ 

(7.43) 

Thus under the above assumptions we arrive to the following pair of reciprocal for­
mulae of the F3-transform, namely 

xF3 [—^- -<*>au - 4 ^ - ", h; 1 - «; 1 - v\ 1 - —) f(v)dv, 

1 f°° 
f(x) = lim —— / r sinh((7r - e)r) v ' c-o+ 47r2x Jo vv ' ' 

x „ W / ' l I (-1 + 1/2,1/2), (6, + 1/2,1/2), (a + 1/2, l/2)\ 
* ̂ 3 UI (ir/2,1/2), Hr/2,1/2) , (a, + i, + 1/2,1/2) J ( F 3 / ) ( r ) d T ' (7"44) 

where we need the values of x > 1. It is easy to show with the aid of Slater's theorem 
that the .//-function in formula (7.44) can be reduced to the sum of two 3F2-functions 
with symmetric parameters ±zr. 

7.2 General ^-transforms 
In this section following Yakubovich et al. [1,1994] we deal with certain generaliza­
tion of the Lebedev-Skalskaya transforms being considered in the previous chapter. 
Namely, we introduce the general ^-transforms that contain the kernels in terms of 
real (or imaginary) parts of the Meijer G-function by fixed complex index. In partic­
ular, we attract our attention to some examples of general expansions with the Bessel 
function kernels. 

We need to give here some additional notions and facts concerning the theory 
of the Mellin convolution type integral transforms as well as several new relations 
between Meijer's G-functions and some of their particular cases. We shall use it for 
proving representation theorems for the introduced index transforms. First we give a 
definition of the G-transform being mentioned in Chapter 5. More detail information 
see, for example in Samko et al. [1]. 

Definition 7 .1 . The G-transform of a function f(x) is defined by the integral 

[Gf](x) = (
 K ) ^ 1 / 

V I (A) I / 2*lJ° 
where the kernel ^(5) defined by the gamma-ratio (1.60), f*(s) is the Melhn transform 
(1.204) of the function / , cr is the contour {s;9£s = | } on the complex s-plane, and 
vectors (ap) and (/3q) satisfy the condition 

( » & > - £ , j = l , - - - ,m; » « i < ^ , j = l , - " , n ; 
(7.46) 

1 + IT 1 \ 
, — a, 61; 1 - a; 1 - v2,1 - — J / (v)Jv, 

»<*,■>-*, j = " + l, • • - , ? ; 3feft < £, j = m + ! , • • - , 9. 
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Well regulated pair (c*,7*) with 

C' = m+n-i±i, ?• = *(£«,•-£&) (7-47) 

is called the characteristic of the G-transform (7.45). 

Remark 7.2. As one can conclude from Definition 7.1 the operators used above 
in compositions with the Kontorovich-Lebedev transform to invert more general index 
transforms in Lp-spaces are similar to the G-transform (7.45). Nevertheless, we dis­
tinguish it here as a separate case in view of the contour of integration a and special 
space of functions being defined below which relates to the G-transform (7.45). 

Definition 7.2. Let c,7 be real numbers with 

2sign c -f sign 7 > 0. (7-48) 

The space of functions f(x) of the form 

/ (* ) = 2^7 lm*-'ds, (7.49) 

with 

fWsVe***9* € L(a) (7.50) 

is denoted by A1~^(L), where a = {s; 3£s = | } . 

The space M'^L) with the norm 

11 / iu-i(D= / i-re'^irw^i (7.5i) 
' Jo 

is a Banach space. 
These notions of the G-transform and special suitable space of functions are de­

scribed precisely for instance in Samko et al. [1], Vu Kim Tuan et al. [1], Nguyen 
Thanh Hai and Yakubovich [1]. Here we give certain properties of the G-transform 
(7.45) in the space M'^L) which shall be useful for our considerations below. 

Theorem 7.4. The G-transform (7.45) with the characteristic (c*,7*) exists in 
the space Ai~^(L) if and only if the next inequality 

2sign (c + c*) + sign (7 + 7*) > 0 (7.52) 
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holds. Moreover, this G-transform is an isomorphism of the space M'^L) onto the 
space M^c*n+^(L). 

Theorem 7.5. Let f(x) be from the space M~*(L) and inequality (7.52) be valid 
as well as 

2sign c* + sign (7* + 1) < 0. (7.53) 
Then if the G-transform (7.45) [Gf](x) be from the space Li(R_|_;x~1/2), its inversion 
formula is given by 

/ (*) = / 
Jo 

/^p—n,q—m 

y K+1),K) 
[Gf}(y) dy 

(7.54) 

where the integral is absolutely convergent. 

Proof. According to the Definition 7.1 it is clear that [Gf](x) is the inverse 
Mellin transform (7.49) of the product ty(s)f*(s) along the contour a and due to the 
Stirling formula (1.32) for gamma-function we have that ^(5) ~ |S:s|~'y*e~l3fsl7rc*, as 
|3\s| —> 00. Hence by condition (7.52) we conclude that integral (7.45) is absolutely 
convergent and we have 

1/2 
\[Gf](x)\ < ~ / Ms)r(s)ds\ = Aa -1/2 (7.55) 

Further, inequality (7.53) allows us to observe that integral (1.59) for the G-function 
within the right-hand side of (7.54) is absolutely convergent too. In fact, the kernel 
of this G-function is ty_1(s) and it behaves as |^c6|7*e'$>sl7rc* when \$ss\ —> 00. Since 
[Gf](x) is from the space Z/i(R+;z - 1 /2) , then we have the estimate 

r 
Jo 

< X 

(* 
ftP-n,q-m ^_ 

\y 

- i / 2 r \{Gf}( 
Jo 

(0T+1),(/»m)\ 
[Gf)(y) 

}| 1/2J_ / M < "f 

dy 
y 

-00 . (7.56) 

Therefore we apply the Fubini theorem to change the order of integration in the right-
hand side of equality (7.54) after substituting representation (1.59) for the respective 
G-function. For this we need to evaluate the inner integral 

/ [Gf](y)y°-ldy, 
Jo 

(7.57) 

which gives the value ty(s)/*(s) according to the inverse theorem for the Mellin trans­
form (see, for example Titchmarsh [1]), when both of the function and its Mellin image 
are absolutely integrable. So we have finally from the right-hand side of (7.54) the 
equalities 

I syp—n,q — m I 
0 q* y «+1),K) / 

[Gf}(y)di 
y 
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=^Lw)x~°r[Gmy°~idyds 

= inlw)ns)ns)x~'ds = f{x)- (7.58) 

This gives the desired result for the function / of M^^L). Thus the proof of Theo­
rem 7.5 is completed. • 

Now let us consider some simple identities between G-functions (1.59) and their 
particular cases to complete the list of formulae (1.107)-(1.140) and use in our further 
discussions for constructions the general ^-transforms. At first it is not difficult to 
check with the reduction formula (1.23) for Euler's gamma-function the following 
identities 

T(a - b - l / 2 ) r ( a + b + 1/2) + T(a + b - l/2)T(a - b + 1/2) 

= (2a - l ) r ( a - 6 - l /2 ) r (a + b - 1/2), (7.59) 

T(a - b - l / 2 ) r ( a + b + 1/2) - T(a + 6 - 1 /2 ) I> - 6 + 1 / 2 ) 

= 2bT(a - b - l /2 ) r (a + b - 1/2), (7.60) 

where a, b are certain complex numbers. Hence making use identity (7.59), we have 
the equality 

^ t T ^ 7 + 2 , g x 

ym,n+3 

l /4 + * Y , - 3 / 4 - i T , ( a p ) N 

(/»,) ) 
l /4 + » T , l / 4 - » T , - 3 / 4 , ( a p ) \ 

'P+3,,+1 | ^ | | • (7-61) 
(ft), 1/4 

Indeed, taking account of (1.59) and putting in (7.59) a = 5/4 — $, 6 = ir, we have 

l /4 + i T , - 3 / 4 - t r , ( a p ) \ 
B.VG1 m,n+2 

P+2,g 
(&) 

=4s/,*w[r(!-iT-)rG+ir-') 
+ r ( j + i r - s) T ( j - ir - s\\ x~sds 

2TTI 7L w \ 4 / \ 4 / T(3/4 - s) 

l /4 + i T , l / 4 - t T , - 3 / 4 , ( o p ) \ 

(A), 1/4 J ' 

^ - ' ) , - . * 

_ ^ m , n + 3 I 
— U p+3,9+l ^ (7.62) 

2-M«Wr{T-iT-.)r(j + i r - . z - * 
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Similarly, using identity (7.60) we find 
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- l / 4 - * r , 3 / 4 + tT,(ap) 

(ft) 
3 /4 -zY,3 /4 + iT,(ap) \ 

(ft) J 
More precisely, letting a = 3/4 — s,6 = ir in (7.60) we have 

- 1 / 4 - i r , 3/4 + ir, (ap) 

^Vr<^ p+2,g 

- T ^ P+2,g ^ (7.63) 

Cv- s-ym,n+2 
^ir^r p+2,g 

(/?,) 

=^/,*w[r(i-iT-')rG+iT-') 

—r f - + zr — 5 j r f - — ir — s J x~sds 

3/4 + i T , 3 / 4 - i V , ( a p ) \ 
<om,n+2 

P+2,1 X 

(&) 
(7.64) 

By this way, combining some particular cases of G-functions we can complete the 
list of formulae in Chapter 1. For instance, taking relation (1.117) with the square 
of the Macdonald function owing to the reflection formula (1.61) for the respective 
G-function and the obtained identity (7.59) we corresponds the following equality 

m<l /2+tY 
1 ^ \ / ^ W ) , 3 

7^) = T^1 
3 / 2 - i T , 3 / 2 + t r , l \ 

3/2 
(7.65) 

/ 

We reduce below the list of such useful new relations of 3£-functions for 3£-index 
transforms 

= ^IcPs 3,1 

e-1/2^/C1/2+,T(^)=^G0
2f1[x 

W*»*r ( M - Tsinh(7rT)r,i,2 

3 / 2 - I T , 3/2 + I T , 1/2 

1 

3 /2 -zY,3 /2 + zY \ 

(7.66) 

3/2 

3 / 2 - Z T , 3 / 2 + ZT \ 

1/2 

(7.67) 

, r > 0 , (7.68) 
/ 

KhbJ/WU 
r1 / 2wV 2 + i T(^) = v / ^ 

= 9 i / * ( S ) r ( l - i T - 5 ) r ( l + l V - 5 ) a ; " ^ 

= 4?A*wlr(4-iT-)rU+iT-') 
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& Ka (̂ ) / W (^ y/x)\ 

= 4<f& U 
where a + /3 = 1, 

3/2 - ir, 3/2 + ir, 1 + (a - /9)/2,1 + (/? - a ) /2 

1,3/2 
(7.69) 

«jT [r(i + ^ - /i)r(-/i - ir)(i + x ) " / 2 ^ ( i + 2*)] 

/ I 1 - »V + | i /2,1 + ir + n/2, \ 
= Gl%? \x\ I > 

\ I -ii/2,1 + ^/2 J 
where P£( l + 2x) is the Legendre function (1.55) and 

&iT[(l + x)-^2P?T(l+2x)] 

1 -ir - / i /2 ,1 + t r - p / 2 , \ 

(7.70) 

_ rsinh(7rr) 1>2 
r 2,2 

-/i/2,///2 
,T > 0 . (7.71) 

/ 
To establish this list we need some additional discussions for which we take up for 
instance, formula (7.68). To write its right-hand side we need to adopt as the contour 
the right infinite loop for the respective (7-function (see the description under formula 
(1.60)), because there exists no straight line to separate three series of poles. Indeed, 
we have 

/ I 3 / 2 - z r , 3 / 2 + ir \ 
G f̂i \'x\ 

v I 1/2 ; 

= h Lr G + s ) r (4"ir ~s)r (4+w ~ *) x's^ ^ 
where the right loop L^ separates the right series of the poles 5 = —1/2 — zY + ra, m = 
0 , 1 , . . . , s = - 1 / 2 + e r + n , n = 0 , 1 , . . . , from the left ones 5 = - 1 / 2 - f c , k = 0 ,1 , 
Applying identity (7.59) and dividing (7.72) into two contour integrals, we obtain 

( j r2,l 

3/2-zr ,3 /2 + ir \ 

1/2 J 

- i U . r ( H r ( - i - * - ) r ( i + * - ) < 
+s;lrG+>)r(-5+'T-«)rG-*T-^"'fc <"3> 

sds 
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The last integrals of the Mellin-Barnes type in (7.73) can be evaluated by spreading 
the reflected equality (1.115), precisely 

'"Mi) -£#£■ r(. + i ) r ( , - . , r ( - , - . , ^ ,,», 
where —1/2 < v < — |3fyz| on the loop's type contour. Changing the contour in 
(7.74) to the respective right loop by the analytic properties of the integrand, putting 
fi = 1/2 + ir one can easily arrive to (7.68). Similarly we can establish the other 
formulae exhibited above. 

We start now to consider one general index transform that involves G-function 
(1.59) and generates the expansion of an arbitrary function / similar to (1.237). 
Namely, we introduce the general ^-transform of kind 

(»C?/)(r) = jr°°3?1TG^2+2U 
1/4 + JT, - 3 / 4 -ir,{ap) 

f(y)dy, (7.75) 

where r > 0. The key purpose is to establish sufficient conditions for the validity of 
the following expansion 

X®irGq-+
m4«lTn+3 * 

1 f°° 

f(x)=lm^ — Jo rsinh(2TT) 

3/4 - e + ir, - 1 / 4 -e-ir, 3/4 - e, - ( a £ + 1 ) , ~ K ) , 3 / 4 

■■ £° XirCiyfi \y 

- 1 / 4 , - ( / £ • + » ) , - ( f t . ) , - 1 / 4 - e 

1/4 + ir, - 3 / 4 -ir,(ap) \ 

(A) 
f(y)dydr, x > 0, (7.76) 

which leads to the inversion formula for the general index 9?-transform (7.75) as 

1 f°° 
f(x)=lim+ — Jo Tsmh(2iTT) 

t 
vsp. r ,9_ m + 1'P'"n + 3 

X J l 1 T l _ J p + 4 | ( j + 2 

V 

3/4 - e + ir, - 1 / 4 -e-ir, 3/4 - e, - ( o $ + 1 ) , - ( a , ) , 3/4 \ 

(7.77) 

- l / 4 , - ( ^ + 1 ) , - ( A „ ) , - l / 4 - e 

x ($Gf) {r)dT. 

We are ready to prove the following theorem. 

Theorem 7.6. Let f(x) be M^(L) f~l I i ( R + ; a r 1 / 2 ) and the G-transform 

- 3 / 4 , ( a , ) , - 1 / 4 

(A), 1/4 
^ p+2,g+l 7/(7) <•> 
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_ L / r ( 7 ( ^ S\ r*(s)ni - s)xsds,X > 0, 
2TriJ*r(Z 4-s)T(-l 4 + s) v JJ v ; 
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(7.78) 
27TZ A r ( 3 / 4 - s ) r ( - l / 4 + 5) 

6e /rora L^R^.; e ^ - 1 x ~ 3 / 2 ) . Moreover assume that the system of inequalities 

2sign (c + c* - i ) + sign (7 + 7* " J ) > 0, (7.79) 

2sign (c* + 1) + sign (7* - \) > 0, (7.80) 

2sign c* + sign (7* + Q " *) (P " <?)) < °> (7-81) 

Zio/ds va/id, Wiere 1/4 < £ < l /4 + £,e > 0 and parameters (c*,7*), (^,7) are defined 
by formulae (7.47) — (7.48), respectively. Then under the conditions on parameters of 
the kernel 

f * & > - ! , j = l,---,m; » a j < | , j = l ,•• ' ,*; 

I S a ^ - l , j = n + l,-.-,p; S& < £, j = m + 1, • • • ,g. 

expansion (7.76) iafces /?/ace /or eac/i /?om£ a: > 0. 

(7.82) 

Proof. By making use of identity (7.59) it is not difficult to establish the relation 

3/4 - e + tr, - 1 / 4 - e - tr, 3/4 - e, - ( a £ + 1 ) , - ( a n ) , 3/4 \ 

- 1 / 4 , - ( / 9 ^ + 1 ) , -(/?TO), - 1 / 4 - £: I 

3/4 - £ + tr, 3/4 - e - »r, - « + 1 ) , - ( a n ) , 3/4 \ 

&iTG( q—m+l,p—n+3 
«T UP+4,g+2 

= G' g-m+l,p—TI+2 
p+3,g+l (7.83) 

/ - l / 4 , - ( 6 ^ ) , - ( 6 m ) 
where the contour is chosen as the vertical line L^ = (£ — zoo,£ + zoo), 1/4 < £ < 
1/4 + £,£ > 0 in view of (7.82). Denoting the iterated integral in the right-hand side 
of equality (7.76) as I(x,e) and using identities (7.61), (7.83), we write 

xG >q—m+l,p—n+2 
P+3,g+l 

1 A00 

J(z,£) = — 1 rsinh(27rr) 

3/4 - e + IT,3/4 - e - IT, - « + 1 ) , - ( a , ) , 3/4 

* / > - + % , 

l/4,-(0r+I).-(A») 
l /4 + tT , l / 4 -»T , -3 /4 , (ap ) 

(/3,),l/4 
/(y)dy. (7.84) 

The inner integral in (7.84) is already denoted as (9ft6r/)(r) and we now need to prove 
the following integral representation holds valid 

^Gf^ = k l i / r ( 7 / 4 - , ) 
2?ri 7<r T(3/4 - s) *(a) 
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XT ( j - ir - s) T (j + ir - s) /*(1 - s)ds. (7.85) 

Indeed, the integrand in (7.85) contains the integrand of the (2-function of the in­
troduced ^-transform (7.75). We have the asymptotic |^5|i/2-7*e-|^*k(c*+i) w h e n 

3£s = 1/2 and | ^ 5 | —► oo from Stirling's formula (1.33). Since the correspond­
ing integral (1.59) for this G-function under conditions (7.82) contains singularity 
only at infinity, inequality (7.80) provides its absolute convergence and the condition 
/ G //(R+ja:"1/2) allows us to apply the Fubini theorem to change the order of inte­
gration in the iterated integral (7.75) after substitution instead of the G-function of 
its respective representation (1.59). This leads to equality (7.85). 

On the other hand we use the value of the integral being easily deduced from 
relation (1.115) by changing the variable and parameters 

A 
cosh( {*T)L KiT\2y) e ( 2 * ) - y - 7 / 4 ^ 

- r ( f - i r - . ) r ( ! + < , - . ) r ( . - i ) (7.86) 

in order to obtain the integral representation of 3£-transform (7.75) through the 
Kontorovich-Lebedev transform (2.1) and (7-transform (7.45) as 

( * G / ) ( T ) 

COsh(lTT) JO \2yJ 

-3/4, ( a , ) , - 1 / 4 

v ^ e ^ ) " ' , , - 7 / 4 

/ w i , n + l 
U p+2,g+l 

09.M/4 
1/(1) W (7.87) 

A similar treatment for the integrand in (7.78) implies the estimate 

- 3 / 4 , ( o p ) , - 1 / 4 

(A), 1/4 

r(7/4 ■ 

U P+2,9+1 m^ 
r»/» 

2TT / . 
>) -M*) | r ( 3 / 4 - a ) r ( - l / 4 + «) 

< Ax1/2 I | 5 | - ( T + ^ - 5 ^ ) e - " ( c + c - - l / 2 ) M | s | 7 e T c | 3 s | | / » ( 1 

JO 

< ^i*1 / 2H/IU-i(i , ) < oo, 

s)ds 

(7.88) 

by virtue of Definition 7.2 and relation (7.79), where A, A\ are positive constants. 
Thus, substituting the value of integral (7.86) into representation (7.85) and applying 

X |s | -7e-™ps | |spe*c|9s | | / * ( 1 _ s)ds\ 
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the Fubini theorem and formula (7.78), we obtain (7.87). Here inequality (1.147) and 
the convergent integral 

fM^)e(2"r,^<~' (7.89) 

are applied. Consider now the (^-function in the outside integral (7.84). Using formula 
(2.125) with simple interchanges arrive to the value of the integral 

which, in turn, leads to the relation 

3/4 - e + ir,3/4 - e - iT,-(aJ+1), - (a„ ) ,3 /4 

- 1 / 4 , - ( ^ + 1 ) , - ( / ? m ) 

= h i r(3/l ̂ V- . ) r (l -iT + £ - ' ) r ( l + lT + £ -s) ~ 
-K+1),-(a„),3/4 \ 

(7.90) 

-iq—T7i+l,p—n+2 
7 p+3,3+1 

*<fc 

V ^ 

!r^(-^)2'"5/4"£Gr+T,:;rni-
- 1 / 4 , - ( / ^ + 1 ) , - ( A , 

<fy, (7.91) 

where the contour Z^ was announced with (7.83). Indeed, the last equality is ob­
tained by changing the order of integration, because the integral on the contour L^ is 
absolutely convergent under condition (7.81) in view of Stirling's formula (1.33) and 
the convergent integral 

fM^-5/4^<~' (7.92) 

when 1/4 < £ < £ + e. 
Further, substituting the obtained representations (7.87) and (7.91) into (7.84), 

we find that 

2 f°° f°° ( 2 \ - 5 / 4 - E 

y~,q-m+l,p—n 
X L jp+l,«+l 

'Jo 'T\2u)e U G»+2.'+> 

l / 4 , - ( ^ + i ) , - ( ^ m ) 

- 3 / 4 , (ap) , - 1 / 4 

dy 

(/?,)> 1/4 
i/(i)j(«)^r. 

(7.93) 

2JT*» £"*■""* = r (- + e - ir - s) T I - + e + tr - s j 

r ( x ' £ ) = ^72y o Tsinh(7rT)jf K2iT 
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To change the order of integration (we omit details) in this iterated integral we need 
to use inequality (1.100) as well as the following estimates 

\KiT(x)\ < A-7==—. *><>, 
ysinh(7rr) 

where A is a positive constant (see Lebedev [1]), 

- « » ) , - ( « „ ) , 3/4 \ 

(7.94) 

/~iq—m+l,p—n 

/~iq—m+l,p—n 
^ p + l . g + l 

-1 /4 , - (^ ) , - (A . ) 

-«1 ) , - (o.) ,3/4 

-i/4,-(flr+»),-(A») 

= o(|«|1-"),«^o, 

= 0(M-') ,u-oo, 

(7.95) 

(7.96) 

where a = — min &a* and ft = min(— max Jt/Sjt, —1/4). By virtue of the in-
n+Kk<p m+l<k<q 

equahties (7.83) and the condition for the G-transform (7.78) being from the space 
Li(R+; e^2x' x~3'2) we are led to the expression 

T(x e\ - JL- f°° e(2v)_1„-V4 [ G">."+ 
'I*'6' ~ 1,3/2 J0

 e y I * * * * ' 

L 

n+1 
,9+1 

- 3 / 4 , ( a , ) , - 1 / 4 

0U1/4 l 'G)<" 

/ ^ g - m + l . p - n 
X / ^ p + l . g + l 

- 5 / 4 - e 
-(<*£+»),-(an), 3/4 

- i /4 , - ( /? , -+>) , - ( /? m ) y 

x j H r sinh(7rr)/(-,v W K2iT i ^ \ drdudy. (7.97) 

But the inner integral by r in (7.97) is evaluated by formula 2.16.51.9 in Prudnikov 
et al. [2] 

Hence we obtain 

/(z,£) = / o V 5 / 4 G^t +1 
,9+1 

Jo 
*~iq—m+l,p—n 
« p+1,9+1 

- 3 / 4 , ( a , ) , - 1 / 4 

(/?,), 1/4 

(««+>),-(«„), 3/4 

1 / 4 , - ( # « ) , - ( A . ) 
e-y/«u-7/4-£dudy. (7.99) 

J\sinh^T)KiT(^JK2iT (£)*-£&—• (7.98) 
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Now we represent the inner integral in terms of gamma-functions by using the defi­
nition of the G-function, Euler's integral (1.22) and Fubini's theorem. As a result we 
obtain, that 

Jo 
»-2-e 

- 3 / 4 , ( a p ) , - 1 / 4 

(AW* 7'G)« 

27ft JL( 

T{-l/4 + a)T(3/4 + e-a) er dsdy. (7.100) 
T(3/4 + 5 ) ^ ( l - 5 ) 

By this expression of I(x,e) we can see that it converges uniformly when e —► 
0 owing to the Lebesgue theorem, since the included G-transform belongs to 
^ ( R + j e ^ ' V 3 / 2 ) . Then 

/W = Jjm /(*,£) = j[°°y-a lo^t ,n+l 
,9+1 

- 3 / 4 , ( o , ) , - 1 / 4 

(i3,),l/4 MT)<" 

•-rg-m+l.p-n+l 
X L r p + l , g + l 

1 / 4 , - ( a ^ 1 ) , - ( « „ ) , 3/4 \ 
dy. (7.101) 

_ l / 4 , - ( ^ ) , - ( A „ ) / 

For the G-function in (7.101) one can choose the contour a as in formula (7.49) due 
to conditions on its parameters. After that in order to obtain our expansion (7.77) it 
is sufficient to use the analog of Theorem 7.5. In other words substitute the integral 
like (1.59) for the respective (7-function and change the order of integration by the 
Fubini theorem. As result we arrive to the integral (7.49), i.e. I(x) = f(x). This 
completes the proof of Theorem 7.6. • 

Let us consider special cases of the general formulae (7.75), (7.77). Setting in 
(7.75) m = n = p = 0, g = 1, /?i = —3/4 use identity (7.67) and the translation 
formula (1.62) for the respective G-function. Then up to the simple replacement we 
arrive to the Lebedev-Skalskaya transform like (6.43) 

g(r) = 4 p j T e-^-^K1/2+iT ( i - ) f(u)u-*'*du, r > 0. (7.102) 

The corresponding inversion formula (7.77) in this case follows immediately applying 
(7.83). Hence invoking with (7.68) after changing the contour L^ on the right loop and 
passing to the limit under the sign of integral with additional condition, for instance 
g(r) G £(R+;Tsinh(27rr)) we shall obtain 

2e(2*)-1 r°° / 1 \ 
fW = ^x^Jo co sh (7 r r ) ^ 1 / 2 + t T ( ^ - J g(r)dr, x > 0. (7.103) 

Another example is given by the ^-transform (7.75), when m = 0,n = p = 
q = !,<*! = 1/4,/?! = —1/4. Appealing to identity (7.66) we obtain the following 
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9£- transform 

9{T)=7* r * h ( ^ ) *+* (^) l /(«)"-5/4d"> - > °- (7-104) 
Its inversion can be deduced directly by calculation of the Meijer (7-function owing to 
the Table of the Mellin transforms and G-functions in Prudnikov et al. [3]. Omitting 
here the exact conditions of passing to the limit in the inversion formula (7.77) we 
demonstrate formally the reciprocal formula of the 9fc-transform (7.104). In fact, using 
relation 8.4.21.26 in Prudnikov et al. [3] and identity (7.62) we obtain 

-IiT (-j=\ Il+iT il=\\g(T)dT, x>0, (7.105) 

where I^(z) is the modified Bessel function defined by formula (1.90). More general 
situation of the index transform with the combination of Bessel functions can be 
derived by using formula (7.69). In this case we arrive to the following pair of the 
reciprocal formulae 

^ = ^ f * [*-* (75) K»* ( ^ ) ] fW»-s,idu> - > °> (7-106) 

-Ic+ir M = ) Ip+ir C^\\ 9(r)dr, x>0, (7.107) 

where we mean a + f) = 1. One can exhibit here also the pair of dual formulae with 
the squares of the Bessel functions, namely 

g(r) = Jo°° * [ J ! 1 / 2 _ i r (v^) - Jln^^M / ( V M , (7-108) 

/ ( l ) = I f * [*WVfl + J?/2+ir(Vy)} 9(r)dr. (7.109) 

Similarly this approach one can spread on the S-type index transforms and to obtain 
a new pairs of theirs. 

7.3 Note on the essentially multidimensional 
Kontorovich-Lebedev transform 

A->-^jr«M£M£ 

^'2J^I>['--{^)'-'-"{^) 
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We conclude this final chapter with the brief announcement of the idea to spread 
the above index transform constructions on the multidimensional case. In particular, 
it concerns the so-called the essentially multidimensional Kontorovich-Lebedev trans­
form. We shall introduce it basing on the notions of the multidimensional Fourier 
transform and certain modification of the essentially multidimensional Laplace trans­
form (see the references at the beginning of this chapter). Note that detail investiga­
tion of this object as well as other multidimensional index transforms falls outside of 
the framework of this book. 

As is known the n-dimensional Fourier transform of the function / : R n —► C is 
defined to be 

[Ff]{x)=j2^Lei{t'x)md^ (7-110) 

where x = ( x i , . . . , x n) , (£, x) = X\t\ + . . . + xntn. The essentially multidimensional 
Laplace transform was first introduced in Vu Kim Tuan [6] by formula 

( A / ) ( z ) = / exp(-max(x1t1,...,xntn))f(t)dt. (7.111) 

We need also to define here the multidimensional Mellin transform (see, for example, 
Brychkov et al. [1,1992]) as follows 

/ • ( * ) = / -xs~lf{x)dx, (7.112) 

where we mean as usually 3 G C n , / : R+ —» C and integral (7.112) is understood as 

r(s) = / x r 1 / 4 2 _ 1 • • • / *;--7(*)<fci... <&„. (7.113) 
Jo Jo Jo 

Let us consider the n-dimensional analog of integral representation (1.98) of the Mac-
donald function. Namely, we introduce the following kernel 

Ki?*X(x) = 7T- / e x P ( — max(x1 cosh t i i , . . . ,x n coshu n ) + i(T,u))du, (7.114) 

where x G R" , T E R n . Consequently, it gives us the possibility to define the 
essentially multidimensional Kontorovich-Lebedev transform of the function / : R n —► 
C accordingly 

KS"lf\= L KfT(*)f{x)dx. (7.115) 
JR.1} 

As,is obvious, the case n = 1 leads us to the Kontorovich-Lebedev transform (2.1). 
However, one can express the introduced kernel (7.114) for the Kontorovich-Lebedev 
transform (7.115) in terms of the special functions of several variables. For this we 
exhibit the key Mellin transform formula of the Laplace kernel exp(— max(a:i , . . . , xn)) 
(see Brychkov et al. [1,1992]) 

L x'-1 e x p ( - max(x1 , . . .,xn))dx = r (1 + ^ + • • • + ^n) ( ? n 6 ) 

™-) = 72^L^/W*. 
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It immediately implies that the inversion formula is true 

r ( l + « i + . . . + 5n) e x p (-m a x ( x i---^ ) ) =(^L---^ 
x x p . . . i ; ' - ( f a i . . . d 5 B , (7.117) 

where i/t- = 9ftst > 0, i = 1 , . . . , n. Making use this representation substitute it within 
(7.114) and change the order of integration. To evaluate the obtained inner integrals 
invoke with integral (1.104) namely with its reciprocal relation as the inverse cosine 
Fourier transform (see also formula 2.5.46.6 in Prudnikov et al. [1]). Calling the 
reduction formula (1.23) for gamma-functions as a result we find that 

K™(x) = _ J _ / / rq + ^ + ̂ . + Q 

x TT f°° c o s r i u j . . _ 4~U / f r (1 + 5 l + . . . + sn) 

■ dsn 

" /•<*> cos TJU _ 4~" y y 
fj[ Jo cosh5j u ~~ (27rz)n J(^)'" J(i (2wt)n A - i ) ' ' ' J("n) r(«i + 1 ) . . . T(sn + 1) 

*n/(^)r(^)(f)-V (71I8) 
As is shown for example in Marichev and Vu Kim Tuan [1] integral (7.118) is easy 
to reduce to the .//-function of several variables. Furthermore, applying the Mellin-
Parseval formula for the multidimensional Mellin transform (7.112) (see Brychkov 
et al. [1,1992]) one can deduce the relation for the Kontorovich-Lebedev transform 
(7.115) such that 

K>-*\f\ = -*^f f r ( l + 6 1 + . . . + 6n) 
iT U J (27ri)-JM'"J{l/n)T(s1^l)...T(sn^l) 

x ft r (?LY1) r (^P) vm - *)ds, (7.H9) 
under condition / € Li(R+; x~u), v = ( I ' I , . . . ,i>n) € R+- Here we mean that 
s = ( $ i , . . . , 6n), ds = ds\... dsn. 

Let us demonstrate the formal deduction of the inversion formula for the multi­
dimensional Kontorovich-Lebedev transform (7.115). For this use identity (7.34) to 
organize n-times integration through in (7.119) by indices Tj,j = l , . . . , n . Change 
formally the order of integration after calculation of the inner integrals we arrive to 
the equality 

( ^ ) " / R „ ft *i s i n h ( x T i ) K i T i ( * i ) * r t [ / ] * -

(2xiyn Jfr) J(,n)Y(Sl + l)...T(sn + l) y ' y ' 

(JO" /R„ f\ Ti ^H^)KiTi{Xj)K™*[f]dT r.sinhOrr,,)K iT.(xAK^UW 

= —L-f f rg+ „ + ... + ,.) 
(2nkL'"iir(s1 + i)...rk + i) v ; z7*(l - s)<fe. r ( i + 3 i+ . . . + < [7.120; 
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Choose now the contour (v) = (v\ — ioo, V\ + ioo) x . . . X (i/n — ioo, vn -f ioo) with 
0 < i/j; < 1, j = 1 , . . . , n and £ &j > ra — 1. Consider the auxiliary kernel that can be 
easily reduced to the Meijer G-function of several variables, namely 

g{x) = i / TM...TM 
* v J (27ri)n J(u) T(Sl + . . . + 5n + 1 - n) v ; 

This function generates the kernel of the inverse Kontorovich-Lebedev transform. 
Indeed, let us define the kernel such that 

K?r~\*) = L G(x o y) ft KiTj(yj)dyi (7.122) 

where we mean by x o y = (xij / i , . . . ,xnyn). Hence applying through in (7.120) this 
operator of the Mellin convolution type change formally the order of integration and 
we obtain 

= (2^i» I _ ," l r ( 1-S ) d S = #S' (?-123) 
where x~x = (a^ 1 , . . . ^x'1). Thus we deduced the pair of reciprocal formulae of the 
essentially multidimensional Kontorovich-Lebedev transform 

KTV] = I K™(x)f(x)dx, 

£*-* = i^T L fi T> smhi^K^WK^lfldr. (7.124) 
X1...Xn \7T / ,/K" -_x 

( 3 ) " / R n I I *i AvhirrAKSr^WKfrWT TismhiKT^K™* (x)K?T*[f]dT 

IS = ^TL n^nH,rj)K^-\X)KrVW. rjsmh^Kir {x)K™*[f]dr. 
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